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Abstract

t&ontrol of the airspace over the battlefield is a
complex task. The control and reporting center (CRC), as
part of the tactical air control system (TACS), plays a vital
role in the air defense mission. The purpose of this thesis
was to evaluate the utility of the proposed combat
identification system - indirect subsytem (CIS-I1SS), an
automated identification feature, within the CHC. This issue
was considered throuzh a comparison of the automated system
with the current manual system of identification. The
primary measure of comparison was the number of hostile
aircraft prosecuted during the first "wave"” of a massive

conventional attack.

‘Transient Air Defense Zone (TADZ), a large Fortran and
SLA:l based simulation model of the Soviet air defense system
inuse at FT, was modified to represent the structure and
operating procedure of the TACS. Parametric inputs were made
to TANZ n»ased on operational test and performance data for

the CIS-ISS and the CRC. The model was then used to provide
\\§

data for a statistical comparisdh”betweeh the automated and
manual identification systems. The results showed that if
the CIS-ISS is used in the envisioned centralized location
with a "man in the loop," it will backlog under the load of a
Central Furopean threat. Distribution of the CIS-IS5S from a
centralized location and collection of more recliable input

data are recommended areas for future effort.
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I. INTRODUCTION

Background of the Study

Two primary missions of the United States Air Force are
to "gain and maintain general air supremacy" and "to
establish local air superiority"” in the support of national
policy decisions [DoD JSOG, 1984:1.14]. Since the conclusion
of World wWar 11, the U.S. has dedicated its political and
military might to preserving the peace between the Warsaw
Pact and NATO forces in Europe. In support of this aim, the
U.S. has dedicated a significant amount of its military
forces to the NATO alliance. Over the past forty years,
advances in technology and changes in the military postures
of the opposing forces have significantly altered the
environment in Europe and thus have made the air defense
mission of the NATO forces increasingly more complex in the
European theater. 1[It is estimated that in a direct
conventional confliet between NATO and the Warsaw Pact more
than 7,000 aircraft (2,000 NATO, 5,000 Warsaw Pact) could be
in the air at any one time; and all this in an airspace
comparable to the skies over the state of Oregon [Donnelly,

1985]! With the potential of having so many aircraft in this
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airspace, the task of providing adequate control of NATO's
air forces is anything but a simple task. The Tactical Air

Control System (TACS) was developed to aid in this mission.

Tactical Air Control System (TACS)

The TACS is a network of facilities, equipment, people
and procedures that permits the Air Force Component
Commander to plan, direct and control tactical air
operations. In short, it is a battle management system
[Gardner, 1982:55].

This battle management system consists of surveillance
radars, missile batteries, and control centers all joined
together by communication links for the purpose of
controlling the airspace over the battle area. With the
great number of aircraft filling the skies during a conflict,
the task of determining which are hostile and which are
friendly is vital. With the advent of the computer to aid in
the TACS process, this particular problem has become one of
information gathering, filtering, and dissemination to the
appropriate "decision nodes" of the air control system. With
the aim of improving the timeliness and accuracy of aircraft
identifications during wartime, the Air Force has contracted
with the General Dynamics Corporation to develop the Combat
Identification System - Indirect Subsystem (CIS-I1SS) [A.F.
Contract F19628-83-C-0054, 1983].

The CIS-ISS is an automated system made up of hardware

and software designed to improve the aircraft identification

function during wartime. The CIS-1SS will automate the data
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normally used to assist the operator in the "hostile-
friendly" identification decision. It will also provide
specific airecraft type identification with an associated
probability of accuracy. CIS-ISS will be utilized in the
control and reporting center (CRC) node of the TACS. A brief
description of the process of the CRC, the senior radar

control unit in the TACS, is provided below.

CRC System Process

The CRC is the focal point for decentralized execution
of air defense and airspace control functions. The CRC
directs air defense operations, provides aircraft
guidance or monitoring for offensive and defensive
missions, relays mission changes to airborne aircraft
and supervises the integrated activities of other radar
elements [Gardner, 1982:55].

The CRC is the senior radar air defense node of the Air
Force's tactical air control system. It provides radar
survei.iance coverage for its assigned airspace. It is also
tasked to identify and assign air defense resources against
hostile and unknown aircraft and to ensure the safe passage
of friendlies in and out of its area of responsibility. The
CRC system process involves three basic activities that are
performed in a sequence: surveillance, identification and

weapons assignment.

Surveillance. [TACR 55-44, 1985:3.7-3.13] The first

activity is the detection of a radar return when it appears
on the radar scope. The scope surveillance operator (SSO)

determines if the return is a valid one by observing it for
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one or two sweeps of the radar. If the return is valid, the
SSO will initiate a radar track. The operator must
continually update each track entered into the systenmn.
Tracks must be updated every 2 minutes or every 5 minutes
depending on their priority. Priority 1 are hostile,
priority 2 are unknowns, priority 3 are emergencies, priority
4 are air defense fighters, priority 5 are VIP flights,
priority 6 are Special Missions and priority 7 are others
[TACR 55-44, 1985:7.1]. As additional tracks enter the
system, they are each initiated and updated in sequence.

HAovements and Identification (M&l). [TACR 55-44,

1985:3.13-3.15] The second activity is track identification.
Regulations state "the maximum time allowable for initial
track identification is two minutes from the time the track
is established by or received at the TACS element responsible
for identification" [TACR 55-44, 1985:3.13}. M&l may be
capable of identifying aircraft in less than two minutes if
all available information is provided. The track must be
identified as one of the following: assumed friend, assumed
hostile or evaluated as unknown. &l uses several pieces of
data to correlate against the radar tracks for
identification. They use flight plan data derived from the
air tasking order (ATO) or frag orders, electronic
identification of IFF/SIF (identification friend or foe /
selective identification feature), airspace control

procedures such as corridors and LLTR (low level transit
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routes), and visual identification (e.g., pilot visual
inspection). Normally this information is available at the
work station for the M&l operators to identify aircraft. Some
data is provided via the console such as the IFF/SIF and the
airspace control procedures. Other data must be handled
manually such as the flight plan data. Here the operator
must correlate speed, altitude and heading of the radar track
with faets about aircraft scheduled to return to a specific
recovery base at a specific time, altitude, heading, and
corridor [TACR 55-44. 1985:3.13-3.14].

The M&l operator will receive all of the radar tracks
pending identification. The operator will normally select
the nearest radar track to identify first, the next closest,
etc. After two minutes the operator must identify the radar
tracks as assumed friend, assumed enemy, or evaluated
unknown. The declaration of assumed enemy and evaluated
unknown will initiate the third activity.

Weapons Assignment. [TACR 55-44, 1985:3.5-3.7]1 The

third activity is interception. 1In the CRC, the weapons
assignment officer (WAO) and the weapons controllers are the
principal players in the interception activity. [If a radar
track is identified as hostile, the weapons assignment
officer will assign a weapon controller to that track (this
is assuming that the WAO has decided to use tactical air

against the target and not air defense artillery) [TACR 55-
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44, 1983:3.3]. The assigned weapons controller will then
take steps to engage the target. For example, the controller
may direct an interceptor from a combat air patrol to the
target or an interceptor may be directed from an air base.
The same basic procedure would apply for an evaluated
unknown. A weapons controller would have to direct an
aireraft from the ground to obtain a positive identification
of the target. If the target is assigned to air defense
artillery, a similar procedure would be followed. After all
appropriate steps are taken to verify the hostile
identification, the WAO will order the target destroyed by
either an interceptor or a component of the air defense

artillery.

Problem Statement

"The basic purpose of the CIS-I1SS Demonstration Program
is to validate the improved ID effectiveness which is
predicted to result from the fusion of multiple sensors. ESM
was chosen as one of the most potent sensors to be utilized
for the demonstration [Schindall, undated:2]." The CIS-ISS
will provide a more accurate identification (99% reliable)
and allow the battle directors and weapon assignment officers
to initiate tactical actions against hostile aircraft without
having to visually identify the aircraft prior to ordering an
engagement [Perini, 1985:81)]. However, it is not known what

the CIS-ISS response rate should be to ensure that aircraft
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identifications are being processed without backlog under

medium and heavy workload conditions (e.g., the potential

wartime environment).

Research Question

What is the range of the optimal response rate(s) that
should be incorporated in the proposed CIS-ISS to ensure
processing without backlog under combat conditions? The
optimal response rate(s) identified will highlight the
effects (trade-offs) with other system performance factors

such as:

a. Track correlation accuracy (radar system versus
CIS-1S8s).

b. Manual versus automated interfaces.

c. Weapon system employment versus track identity (will
more accurate track identity affect levels of air
defense artillery or interceptor use).

Subsidiary Questions:

1. What are the limiting factors of the CIS-ISS to
provide automated radar track correlation with available
identification information (i.e. where is/are the
bottleneck(s): the data links, information processing,
operator proficiency, etc.)?

2. What is the arrival rate of aircraft into the TACS
under combat conditions? This may require research into
"exercise" results and possibly expert opinion in the case of

insufficient data.
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J. How many targets can the CRC operators "handle" in ?

the manual mode prior to becoming saturated or overloaded? :
Again, this may involve expert opinion. "
4. What are the roles and functions of each element of ;

the TACS? This question will be answered with emphasis on g
the Surveillance and the Movements and Identification i
sections within the CRC. ?
Assumptions .
Three major assumptions were made in developing the E

model for this thesis effort. First, it was assumed that the E
sensors that support and provide the input to the automated :
identification processor will be colocated with each radar t;
site providing input into the CRC. This assumption will E
ensure that the identification sensors will mateh the &
surveillance coverage of the radars. &
The second assumption is about the employment of the h
automated identification processor. The users of the CIS-ISS ::
have indicated that they desire to retain a man in the loop i;
and therefore the CRC will retain the identification function :c
[Jones, 1985]. In addition, the system as it is now :
envisioned provides a single console for a CIS-ISS interface. f
Thus, a single central identification processor was modeled. S
The third assumption concerned the environment in which :

the CIS-1SS model would be tested. The worst case scenario &
for the TACS system is assumed to be the NATO environment. E.'
Therefore, this initial research concentrates on a generic US 2
R
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TACS operation within a central Europe type threat and uses
the appropriate threat intensities, air traffic densities,

ete..

Scope and Limitations

1. Data Gathering. The scope of the problem is limited

by the data available. Data from the CIS-ISS feasibility 4
demonstration at Eglin AFB in May 1985 is marginally
suitable for use in the CRC model because of its raw form and
the limited number of data points [Preidis, 1985]. When more
expanded data on CRC service times becomes available from the
CIS-1SS test conducted in Germany in the fall of 1985, the
distributions will need to be recalculated. [Preidis, 1985].
In all cases, the data used was unclassified because one goal
of this thesis was to keep the report unclassified if at all
possible.

2. CIS-1SS Definition. The CIS-ISS/CRC interface is

not yet finalized. Due to the ongoing research and .
validation of the CIS-ISS, the final specifications on this

interface have not been agreed upon. The present situation

makes the problem definition "broader" because of the lack of
preciseness in the definition. The level of modeling as it

pertains té the CIS-ISS will become more detailed as the ¢

interface is better defined by the agencies involved. The

CIS-1SS SPO should be able to aid in defining the interface .
for the purposes of this study [O'Brien, 1985]. .
\
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Overview of Remaining Chapters.

The remaining chapters parallel the research design
employed in conducting this thesis. Chapter Il is the
literature review which covers both the analysis and the
background investigation of the problem. Chapter [II is a
detailed description of the simulation methodology as applied
to this particular problem. Chapter IV is a description of
the computer model itself. In Chapter V, the results and
statistical analysis involved in answering the research
question will be discussed. Finally, in Chapter VI,
conclusions are discussed based on the experimental results
and recommendations are made regarding possible model

refinements and future research.
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II. LITERATURE REVIEW

Overview
This chapter presents a review of the literature that '
confirms the requirement for an automated aid for air defeanse
identification. The literature search also establishes the
use of simulation as a method of answering the research S
questions posed in Chapter One. Specifically the literature -
search was directed to answer the following questions: :

1. What are the previous approaches to similar

problems? A review of study efforts on the air defense

system is presented. The applicability of this thesis -
effort is shown in relation to the overall research "
being conducted on the Tactical Air Control System. :

2. Why is aircraft identification a problem in the
modern air war? The military requirement for an
improved capability to identify friend from foe is
established. In addition, the background of the
specific automated identification capability/electronic
support measure that was tested at Eglin Air Force Base
in Florida is presented.

PR AAARA

J. Why use simulation? A general justification of
applying the use of simulation as opposed to an S
alternative approach is answered. Included in the
review is an analysis of the types of problems and the -
requirements for the use of simulation. A discussion of

the advantages and limitations of simulation is also

presented.

4
A
.l
4. What is the appropriate "design of the experiment?" $
A literature search of alternative approaches to
designing an experiment/simulation that offers the best
design to produce data that will provide definitive or
significant results. The discussion will include F
methods to reduce the number of experimental computer
simulations required to produce a statistically valid
output.
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5. What are the appropriate statistical measures to be
used? A review of the standard accepted mathematical
and statistical tests are outlined with a brief
description of the procedures applied.

Previous Research Efforts

This section will provide a brief overview on other 2
research efforts involving similar topics for the TACS. y
Since this thesis effort is unclassified, the literature
search addresses the material that is available in the public

domain. The literature search was directed to locate

v v v v

available models of an air defense zone. The literature

L

search revealed several models that can be classified into

the following catagories.

Theater Models. There are several existing models that

simulate the theater level war. These models simulate a -

ground and air battle for an entire geographical war zone and

are usually aggregated at a high level. Such a high level

e IR N N

model would include many air defense zone sectors. A single

sector is the focus of this thesis effort. While some of the

s aLY T

models can simulate the individual sector area of interest
for this thesis, the models do not provide the means to -
analyze the position interaction required to answer the
effect of the CIS-1SS on the TACS. The interaction between i
the various functional positions is not modeled to enough

level of detail to be of use in this research effort.

LR A ARy

Interceptor War Game, Keen-Mixed Air Battle Simulator, and

i
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STRAT DEFENDER are examples of the theater war models that
model the air defense system at too high of a level to answer
the research question of this thesis. Several of the current
theater level models being used by the Department of Defense

are listed in the Catalog of Wargaming and Military

Simulation Models maintained by the Studies and Analysis

Group at the Pentagon [Quattromani, 1982].

Single Conflict Models. Another grouping of models that

simulate the combat results of the individual battles between
single weapons systems are the single confliet models. An
example would be the air battle between two aircraft (1 v 1)
or two flights of aircraft (2 v 2/many). These models are
usually used to optimize the weapons system capability of the
individual weapons system. These models typically do not

show the interaction of the multiple engagements or

successive engagements that are required of the system model.
Because of this limitation the models were not investigated
further. Several of the specific system models are: Beyond
Visual Range Air Combat, COLLIDE - An Aggregated Conversion
Viodel for Air Combat, and Barrier Air Defense Model. These
DoD models focus on system capabilities and do not treat the
issue of varying the levels of identification capability
[Quattromani, 1982].

Sector and Regional Air Defense Models. There are

several models that simulate air defense systems of interest.

The first model of interest is the QUEB model developed by

13
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Alphatech Inc. for the US Air Force Systems Command, Foreigzn o7
Technology Division under contract for the Command Control

and Communications Systems Dynamics (C3SD) project. "The

A

purpose of the c3sp project is to develop tools and

techniques to assist scientific and technical (S&T)

-
Y oam e e an e W

intelligence analysts in addressing cd problems [Merriman,

i\

v -

1983:i]." The other model of interest is the Transient Air
Defense Zone (TADZ) model also developed by Alphatech. The
major difference between the two models is that the QUEB
model is an analytical model while TADZ is a simulation i
model. "QUEB is an analytical model used to calculate g
measures of effectiveness and performance for the C3 system, ]
focusing on the time required to perform missions, the amount
of penetrator leakage from the ADZ, and the level of resource 3
utilization by the system [Merriman, 1983:10]." 9
A paper presented at the 6th MIT/ONR Workshop on c3 K
Systems compared the two models [Merriman, 1983:18-22]. As K¢

noted in the report and in the introduction to the Software

o
Report on TADZ, the TADZ model was developed to improve upon Ef
the draw backs of the QUEB model. The TADZ model allows the E(
use of multiple types of interceptors and missiles to correct '
the QUEB deficiency which allowed only one type of penetrator K

and defense assets. In addition, the QUEB model assumed a
steady state operational constraint when in reality the air
defense cases needed to evaluate situations that did not fit

a steady state model [Merriman, 1983:9].

14
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Background Information. In addition to the research

efforts mentioned above, several other efforts provide an
excellent description of the environment and function of an
air defense system. Two magazine articles provide general
descriptions of the air defense system. The article
"Employment of Tactical Air Control Radars" in the November

1982 issue of Signal Magazine by Colonel Robert E. Gardner

provides an overview of the TACS. Colonel Gardner was Chief,
Weapons Applications and Control Division, Directorate of
Operations, Headquarters USAF when he wrote the article. A
second article entitled "Tactical Air Control Simulator
Correlates to Real World" in the April 1985 issue of National
Defense also provides a discussion of the functions and
interactions required to model an air defense system.

For the reader who is interested in learning the
tactical terminology for the European theater, the paper "A
Conceptual Design for Modeling the Air War in Central Europe"
by Lt. Colonel Dennis L. Cole, provides a description of
terms and a good framework for understanding the interactions
of the army and air forces required to successfully prosecute

operations across the war front [Cole, 1982].

The Problem of Identification

While the identification of specific deficiencies or !

requirements for an element of the TACS is not the intent of :

this thesis, the need for an improved capability to identify

15
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friend from foe is widely known. Headquarters Tactical Air

Command has stated the requirements for an electronic support

measures (ESM) sensor:

the Tactical Air Control System (TACS) requires a

survivable, passive sensor for the rapid identification

of hostile and non-cooperative targets with a high
- degree of confidence. The Statement of Operational Need
(SON), 305-79, Surface-to-Air, Combat Identification
System-Indirect Sub-System (CIS-ISS) validates the need
for this capability. The acquisition of an ESM seasor
is an initial step to improve target identification of
both cooperative and non-cooperative targets within the
tactical C% structure [HQ TAC/DRC, 1985:1].

Dr. Joel Shindall described the need for an improved
identification means in his paper entitled, "ESM Sensor for
Non-cooperative Target Classification." Dr. Shindall first

describes the capabilities of the radar system as follows.

Modern radars excell in their ability to detect and
track an airborne aluminum reflector, i.e. aircraft.
however, since one reflection is pretty much like
another, the radar by itself is ineffective at
distinguishing the identity of a target, as depicted in
Figure 1. This shortcoming is normally corrected by
using an active IFF interrogator mounted on the radar
to trigger coded responses from a transponder aboard
each aircraft. The concern is that existing IFF
techniques may be spoofed, jammed, or otherwise rendered
ineffective in time of hostile engagement. The radar
community has developed additional techniques which will
undoubtedly be of some eff~ctiveness, but it appears
that conclusive target identification through radar
alone is a risky proposition. Without reliable target
identification, the most advanced weapon systems are
rendered impotent [Shindall, undated:2].

The paper continues with a discussion of the benefits of an
ESM capability and highlights the fact that the integration

of the two systems would provide a highly efficient system.
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OOA: KNOWN O0A: KNOWN
RANGE: KNOWN RANGE: UNKNOWN
Al IDENTITY: UNKNOWN [ VVIT ] DENTITY: KNOWN

Pigure 3. Radar Display (without 1PP). Pigure 3. DPassive BSN Display.

[ VVIT ]
RANGE: KNOWN
IDENTITY: KNOWN
rigure 3. Radar Display Augmented by Z8SM
Sensor.
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ESM techniques for aircraft identification utilize the
fact that an aircraft, ian order to do its job, is
literally "glowing" in the electromagnetic spectrum.
Unlike radar reflections which simply mirror the
characteristics of the radar transmitter, the ESM
emissions are highly characteristic of the particular
on-board emitters carried by the aircraft. These
characteristic emissions can be detected and identified
by a properly designed and integrated passive ESM
system, as depicted in Figure 2. The radar provides
azimuth and range, while the ESM provides azimuth and

ID. The fusion of these sensors provides all three, as

diagrammed in Figure 3 [Shindal, undated:2].

Without the correct identification of all possible
targets entering into the air defense system, the possibility
of destroying our own forces is very likely. "Shooting up a
few tanks and planes at today's prices could easily match the
billions needed for a new IFF system. Until then, white
flags should be the standard issue -- at least that standard
is universally accepted [Defense Electronics, 1983:36].

The CIS-138S was designed to provide a solution to the
identification problem. Colonel Ewing, the Director of the
Combat Identification System Program office at Wright
Patterson Air Force Base Ohio, described the capabilities as
follows: "Ninety-nine percent probability of correct ID is
possible, using a combination of identification techniques
[Perini, 1985:81]."

In an article in the Air Force Magazine entitled
"Telling Ours from Theirs" [Perini, 1985], the point was made

that no one system or techniques will satisfy all the

operational requirements. The article makes a point of
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showing that the organization of the United States Conbat

Identification System is composed of many diverse elements as

Yzr 202y,

the Table | below indicates.

-
L

Table 1.

Organization of the U.S.Combat Identification System

T,

g ¥
\
125 =
Direct Indirect Non-cooperative 2
¢ Subsystem Subsystem o
RO
--Mark X --JTIDS --Data obtained -
--Mode S --E-3A (AWACS) on unidentified OO
--Mark XII --TPS-43 Radars aircraft using o~
~--Mark XV --ESM special sensors -
--Other onboard --Other friendly and processing -
sensors sources of data techniques T§:
o
vl
-
Why Simulation N
RS
Justifying the selection for the use of simulation over f:
some of the more classical methods of operations research is ot
the purpose of this section. Before proceeding further, the Si
following definitions from the 3lossary of Venture Simulation Q&
in War, Business, and Politics are presented. i
Simulation 1. An operating representation of events ?{
and processes. oAl
2. A technigue used to study and analyze g?n

the operation and behavior, by means of models of
systems conditioned by human decision and/or
probabilistiec natural influences [(Hausrath, 1971:318].
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lodel l. A representation of a real situation in
which only those properties believed to be relevant to
the problem being studied are represented.

2. A representation of an object or
structure; and explanation or description of a system, a
process, or series of related events [Hausrath,
1971:315].

Only one other term needs to be clearly defined at the
outset, and that is gaming. The difference between gaming
and simulation is the active participation of human beings
during the exercising of the gaming model [Greenberg,

1981:95]. In the recently published text The Military

Applications of Modeling, the difference between wargaming
and simulation is explained:

"Wargaming" precisely applies only to the analysis of
combat situations in which human players form a part of
the decision process. Hence, as defined in this text,
models are used to support wargame analysis, but are not
wargames themselves. "Simulation" is a type of model in
which the objective is generally to replicate a
reasonably well understood process, and for which
uncertainties are treated by Monte Carlo methods. It
hence assumes sufficient knowledge about the process to
at least specify its dynamics and the formof its
probability distribution [Battilega and Grange,
1984:14].

Now that the terms to be used are defined, the focus
will be on why simulation is used as the basic methodology in
this thesis. First, the complexity and cost of conducting a
real experiment to test the research question is prohibitive.
The second reason for using simulation is the ability to

explore excursions or variations. The third reason is that

the system under study is well defined and understood. The
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remainder of this scction shows that these ideas are not just
held by the authors but are widely accepted and practiced in

the operations research community.

Complexity Requires Simulation

Norman C. Dalkey wrote as an introduction to his chapter

on simulation in Systems Analysis and Policy Planning:

Applications in Defense

Simulation is a technique for studying complex military
processes. It consists of an abstract representation of
the more important features of the situation to be
studied, designed to be played through in time either by
hand or by computer [Quade and Boucher, 1977:241].

In some cases it is not so much the complex nature of the
problem that requires simulation, rather social or economic
cost prohibits the testing or experimentation required to
produce a data base upon which to base a decision.

War is an example of the complexity, the uncontrolled

variability, and the impossibility of obtaining and

recording desired data through manipulation and
observation. Models make it possible to examine,
manipulate, and analyze certain aspects of performance
with greater precision and ease than is permittted by
observation of the real-life process. A model, serving
as a substitute for and asimplification of the real-
life process, brings the task to manageable dimensions

(Hausrath, 1971:98].

The very process which models sometimes represent are
not fully explorable short of war or economically
unacceptable experiments [Battilega and Grange, 1984:8].
Since the social cost and complexity of designing a war just

to evaluate this system is not a feasible solution, the

simulation alternative was selected.
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Simulation as an Experiment

Choosing simulation as a method of studying a problem
can not be based only on the fact that the complexity of a
live experiment is infeasible. Even if the right situation
could be found to test the system, a valid experimental test
requires the capability to reproduce the results under the
same circumstances and the need to test the experiment under
a range of conditions.

The fact that the assumptions of the model are explicit

and the results can be duplicated is extremely important

when a sizable community with differing interests (for

example, the various agencies of the Department of

Defense) is interacting on a problem [Quade and Boucher,

1977:2501].

Frequently the answer to a problem may require the
analysts to evaluate the situation in alternative modes.
"For example, there may be a need to analyze performance
under various terrain conditions; or alternatively, a
senstitivity [sic] analysis involving many modifications of
equipment may be called for. [Shubik, 1975:281]" In fact,
sensitivity analysis is a primary reason for choosing
simulation as a methodology. If the model and the simulation
is conducted properly the results can be shown to be valid
over some range of input values. This analysis of the
sensitivity of the model is required to show that the results
obtained reflect not just one limited situation but remain

valid over some known and defined range of values based on

the assumptions of the initial problem.
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Ordinarily there is no unique, "bDest" set of
assumptions, but a variety of possibilities, each of
which has some basis for support. A good systems study
will include sensitivity test on the assumptions in
order to find out which ones really affect the outcome
and to what extent. This enables the analyst to
determine where further investigation of assumptions is
needed and to call the attention of the decision maker

to possible dangers that might be present [Quade and
Boucher, 1977:423].

Knowledge of the System Required

Martin Shubik describes the requirements to model a

system in his book Games for Society, Business and War,

Toward a Theory of Gaming. In talking about the use of

operations research and tactical simulation, Shubik states
"The requirements of a simulation of this variety is that the
system to be simulated is relatively well-defined and that
its components can be accurately described and mathematically
modeled [Shubik, 1975:12]."

The need for the system to be modeled to be fully

understood is also reflected in the description of the

anatomy of a model in Venture Simulation in War, Business and

Politics.

A model, serving as a substitute for and a
simplification of the real-life process, brings the task
to manageable dimension. The model builder must,
however, understand the entire process and the relation
of the component systems. The model builder (one of the
gaming specialists) builds models piece by piece as
components of a larger, complex system [Hausrath,
1971:98]).




L3

L4
L4
o

The same requireient is also stated in Introduction to

Simulation and SLAM Il. \When describing the simulation

process, Pritsker says that the building of the model

requires that the system to be modeled be abstracted "into
mathematical-logical relationships in accordance with the
problem formulation [Pritsker, 1984:10)." "The modeler must
understand the structure and operating rules of the system
and be able to extract the essence of the system without
including unnecessary detail [Pritsker, 1984:11]." The
authors will now show that the air defense systems and
functions are well understood and defined.

The successes in acquiring complex and expensive weapons
systems for air defense have been attributed to the well
defined functions within the air defense mission area.

In the article "C31 Evolution Leaves a Lot to Chance" in

Defense Electronies, air defense systems are described as a

text book example of successful acquisition because of the
well defined functions and boundaries between the component
systems.
Operational missions are narrowly stated and well
understood: target detection, tracking and
identification; threat evaluation; weapons assignment
and control; and engagement assessment [Ablett,
1984:49].
The article continues by stating that just this type of

explicitly defined systems functions are required to do

successful system engineering. Effective systems design
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requires such a well understood and well documented

description in order to decide which sensors will be required

for specific users.

For automating the air defense functions, the man-
machine interface was relatively easily achieved.
Positional information could be conveniently and
naturally presented on a plan-position-indicator (PPI)
scope, which looks like a map, an analog to the "real"
world. Symbols could be used to represent the various
catagories of objects of concern. Amplifying data and
choices were also limited, and could be identified in
advance [Ablett, 1984:54].

All of these factors led to the development of efficient work

stations for the functional positions in the air defense

mission.

Experimental Design

Experiments are carried out by investigators in all
fields of study either to discover something about a
particular process or to compare the effect of several
factors on some phenomena. In the engineering and
scientific research environment, an experiment is
usually a test (or trial) or series of tests. The
objective of the experiment may either be confirmation
(verify knowledge about the system) or exploration
(study the effect of new conditions on the system)
[Montgomery 1984, p 1].

The above quote is the opening to the Montzomery's book

Design and Analysis of Experiments and provides a good

overview of what an experiment should be. The purpose of
this thesis experiment is to explore the effect of the new
condition (automated identification) on the system (the
existing TACS). The purpose of experimental design, like the
scientific method, is to provide a logical and systematic

approach to problem solving. Although the majority of the
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experimental design specifies will be discussed in Chapter V,
this section will briefly discuss the benefits of
experimental design.

If an experiment is to be performed most efficiently,
then a scientific approach to planning the experiment
must be employed. By the statistical design of
experiments, we refer to the process of planning the
experiment so that appropriate data will be collected,
which may be analyzed by statistical methods resulting
in valid and objective conclusions. The statistical
approach to experimental design is necessary if we wish
to draw meaningful conclusions from the data
[Montgomery, 1984:2].

Another advantage of experimental design is the ability
to analyze multiple factors or influences on the system with
a minimum number of observations.

We want to return briefly to the advantages of a
factorial design as compared with the one-factor-at-a-
time method. Suppose we take N observations. To
measure the main effect of the first factor we take N/2
observations at its low level and N/2 observations at
its high level. In a factorial design we distribute the
N/2 observations at the low level of factor 1 evenly
between the high and low levels of the remaining (k-1)
factors; the same for the N/2 observations at the high
level of factorl. The precision of our estimate of the
main effect of the first factor will not change, but the
factorial design makes it possible to estimate the
effects of all the other factors at the same time.
[Kleijnen, 1975:319]

Statistical Measures

Comparing Alternative Systems. This section will

outline the statistical methods that detect the differences
between the two populations. The actual equations used will
be explained in further detail in Chapter V. In operational

terms, a difference between populations means that there will
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be some meusuravdle difference between the outputs of the

model with and without the automated identification feature.
The difference will not only be detected but also ranked to
show one system's measure of performance is higher or lower
than the other. In statistical terms this is called ordering

populations.

Users of statistical methods as well as teachers and
students of statistics need to become acquainted with
ranking and selection procedures, since these techniques
answer a question that is raised in many investigations
but seldom answered by the more traditional methods of
analysis. In layman's terms, the question might be one
of the following: Which one (or ones) of several well-
defined groups is best (in some well-defined sense of
best)? Which of several alternative courses of action
is best? [Gibbons et al, 1977:vii]

Law and Kelton in Simulation Modeling and Analysis

recommend the use of confidence intervals between the two
measures of merit produced by a simulation experiment
involving different systems. They recommend the use of a
confidence interval over a difference of means test. A
difference in means test
results only in a 'reject' or 'fail to reject’
conclusion, a confidence interval gives us this
information (according as the confidence interval misses
or contains zero, respectively) as well as a measure of
the dezsree to which the system responses are likely to
differ, if at all. [Law and Kelton, 1982:319]
Law and Kelton also point out that the general procedure
in selecting the best of k systems involves building a
confidence interval around the probability of making the

'correct selection' about which system is best. The

procedure developed by Dudewicz and Dalal
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involves '"two stage' sampling from each of the X
systems. In the first stage we make a fixed numoer of
replications of each system, then we use the resulting
variance estimates to determine how many additional
replications from each system are necessary in a second
stage of sampling in order to reach a decision. [Law and
Kelton, 1982:322)

As will be shown, the problem of selecting the correct
number of runs or samples to use is dependent on the
procedure to be employed and the purpose of the analysis.
The reason the sample size is not explicitly stated is the
value selected determines the reliability of the experiment
and is a choice of the person conducting the experiment and

the statistical procedure used.

Kleijnen, in Statistical Techniques in Simulation,

divides his survey of statistical procedures to be used in
analyzing simulation data into three catagories. The first

catagory is calculating the reliability of a signal

population given a number of samples (simulation runs). The

second catagory is multiple comparisons procedures when the

sample sizes or the data is given and the analyst wants to
select or order the 'K' populations. The final catagory is

multiple ranking procedures where the objective is to

determine the number of samples necessary to measure a
selected difference with a given probability of being
correct. [Kleijnen, 1975:451]

The reader is cautioned at this point to make the

distinction between the general categorization of procedures
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described in the previous paragzraph. The first category of

procedures is concerned with "problem of determining the
reliability of statements on the mean of one population, or
the difference between the means of two populations, the
sample size being fixed [Kleijnen, 1975:525]." Note that
when determining the difference between the means we are not
concerned with the actual value of the individual means, only
that some measurable difference exists.

In the second category, multiple comparisons, the
Zeneral use of these procedures is to compare multiple
factors in the initial screening of an experimental design.
The experimentor has an initial set of data, 'k' populations
with n; (i = 1,2,...,k) samples in each population and the
experimentor wishes to determine which populations have

values better than some level. This type of screening is

v "t 1§

applicable when the experimentor is not yet looking for the

M
N

LA

best system, rather the goal is to find which factors/levels

influence the system output. [Kleijnen, 1975:525]

The final category of procedures, multiple ranking,

i

involves the selection of the 'best population'. The

techniques determine the number of observations necessary to
make the 'best selection'. Implicit in these procedures is
the idea of an 'indifference zone', where if the difference
is not large enough to be outside of this zone, the
experimentor does not want to spend the effort to take

required number of observations to detect that small
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difference, rather he is willing to accept with a high
probability that the populations do not differ. In other
words, he is indifferent . [Kleijnen, 1975:599-601]
Kleijnen also further divides the multiple ranking

procedures based on the types of assumptions made:
independent observations, approximation of normal
distributions, and the type of variance (common, unequal or
unknown) [Kleijnen, 1975:604-605]

Gibbons, Olkin, and Sobel also describe many procedures

in Selecting and Ordering Populations, A new Statistical

Methodology. Gibbons, Olkin, and Sobel describe the

analytical aspect of the problem of selecting the best
population. These problems are called the determination
of sample size, the calculation of the operating
characteristic curve, and the estimation of the true
probability of a correct selection. [Gibbons et al,
1977:18]
In general, they recommend the use of operating
characteristie curves that Zive a sample size based on the
number of systems compared, the delta (difference between the
means) to detect and the probability of making the correct
choice [Gibbon et al, 1977:18-19). It is important to note
that Gibbons, Olkin and Sobel have assumed that the first

stage of sampling has already been accomplished, i.e. they

are given the 'k' populations with 0] samples.
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Summary

This chapter has presented a review of the appropriate
literature to both confirm the requirement for an automated
identification system and to establish the use of simulation
as one satisfactory method of answering the research question
nosed in Chapter One. In addition, a review of the
literature covering experimental design and statistical
technigques was presented. Chapter Three will explain the
methodology used and expand on the methods found in the

literature review.
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[11. METHODOLOGY

Overview

In this chapter the specific steps taken in the research
will be discussed and documented. As discussed in the
literature review, computer simulation was chosen as the main
technique to approach this problem. Of the several reasons
for using simulation to solve this problem, perhaps the most
important one is sighted by Banks and Carson in their text,

Discrete Event System Simulation: "simulation can be used to

experiment with new designs or policies prior to
implementation, so as to prepare for what may happen [Banks
and Carson, 1984:4]."

Under the sponsorship of the Air Force Human Resources
Laboratory (AFHRL) at Wright Patterson AFB, OH, this research
effort was attempted to answer the question of whether or not
the proposed CIS-ISS will "improve" the identification
function in the TACS. The advantages of modeling the i
interaction effects prior to purchasing this system should pe a
clear. For example, if the new system can be shown not to ']

improve the identification function, the unnecessary purchase

of a costly system could be avoided. The simulation model

developed in this effort will also be used by the AFHRL to

help answer human interaction questions. So, although




answering the research question at hand is the main purpose
of this thesis, some long term benefits should also be
realized.

This chapter will cover the research design of the thesis
effort. The background study of the problem, the model
construction and verification, and the experimental design will
all be described as they relate to this thesis effort. Within the
section on experimental design, the statistical techniques used

will be covered in detail. Finally, there will be a short

discussion on some of the techniques that helped Kkeep the thesis

work "on track'!

The Research Design

The research plan or design of this thesis effort is not
unique. In fact, the simulation process outlined by A. Alan B.
Pritsker is very much representative of the process this effort

follows. Table Il shows the ten steps cited by Pritsker.

Table 11.

The Simulation Process [Pritsker, 1984:10-13].

1. Problem Formulation 6. Validation

2. Model Building 7. Strategic and
Tactical Planning

3. Data Acquisition 8. Experimentation
4. Model Translation 9. Analysis of Results

5. Verification 10. Implementation and
Documentation
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These steps outlined by Pritsker are not the only approach to a
simulation thesis. Shannon »srovides a similar list in his
article, "Simulation: A Survey with Research Suggestions"”
[Shannon, 1975:289-290]. Banks and Carson also discusses the
steps in the simulation process in their text [Banks and Carson,
1984:11-14]. This analysis will follow a process which includes
the major elements found in all of these suggested outlines.

Problem Formulation/Background Study. The actual problem

identification in this study was originally posed by the AFHRL.
The question of what effect the CIS-1SS would have on the TACS
was a logical one from the start. Although significant research
was done regarding the methodology to be used, the simulation
approach was a major consideration from the beginning owing to
the fact that the AFHRL preferred to have a well constructed
model of the CRC at the conclusion of the thesis effort.

The relevance of this problem is documented in Chapter I1.
The background study of the problem served several purposes. One
purpose was to familiarise the authors with the TACS operation
from the macro level all the way down to the specifications on
the communications links. This knowledge has proven especially
valuable in the construction phase of the model. Another benefit
of the background study was to gain insights from past studies in
the same subject area (the TACS).

Data Collection. The main thrust of the data collection has

been in the area of operational tests of the CIS-ISS. The

specific data elements required pertain mainly to the arrival
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rates of hostile aircraft for a NATD type scenario and to the
reaction/service times of the various operators within a control
and reporting center or CRC. The first data available came from
an operational test of the CIS-ISS at Eglin AFB, FL, in May of
1985 [Preidis, 1985). Due to the limited number of

\ . observations in some cases, this data will need to be checked

against other operational test data as it becomes available.

.
-

The CIS-ISS tests conducted in Germany during the fall of

‘ 1985 may provide "good" data in that the AFHRL specified some
2 of the data elements to be collected [Preidis,1985].
: Having a source of data is only the beginning of the data
ﬂ collection process. Arranging or presenting this raw information
\
2 in auseful form is the next step. There are many ways to
5 present data for use in a computer simulation. For example, the
5 time required to identify a radar track could be represented as a
; constant average, a table of probable values, or a parametric
‘ distribution [Innis and Rexstad, 1983:7]. Each situation will
. dictate which is the more efficient method based on factors such
a as the underlying population, model sensitivity to that
j parameter, and data availablity. These particular issues are
2 explored further in Innis and Rextad's article on model
; simplification [Innis and Rextad, 1983:7-10]. As a starting
point, all the data was modeled as parametric distributions.
N The sensitivity of the model to the inputs determined their
é final form.
N 35
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Input data analysis is a sudbject addressed in many
statistical and simulation texts. The following references were
used in this effort: Banks and Carson, 1984; Hines and
Montgomery, 1980. The basic process in identifying/fitting a
distribution to data is described in the Banks and Carson text

and is reproduced here in Taple III.

Table III.

Input Data Analysis [Banks and Carson, 1984].

1. Identify the distribution
- histograms
- distributional assumption

2. Parameter estimation
- sample mean and variance
- suggested estimators

3. Goodness-of-fit tests
- chi-square test
- Kolomogorov-Smirnov (K-S) test

The above listed process can be done easily either by hand,
albeit time consuming, or with the help of statistical packages
found on most computer systems. For this effort the SAS
package (available on the VAX/11-7835 VMS system at AFIT) was
used [SAS Applications Guide, 1980].

The goodness of fit tests previously described have validity
only under certain conditions. Specifically, the chi-square test
is valid for larger sample sizes, for discrete and continuous
distributional assumptions, and when maximnum likelihood

estimators are used [Banks and Carson, 1984:350]. The K-S test
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is "particularly useful when sample sizes are small and w~hen no
parameters are estimated by the data {[Banks and Carson,
1984:357)]." Most of the data requiring distributional
description in this effort fit the assumptions required for the
chi-square test (i.e. the continuous distributional assumption
and relatively large sample size). It is also Jenerally agreed
that a minimum expected frequency of 3, 4, or 5 be used for the
class intervals in a chi-square test [Banks and Carson, 1984:350;
Hines and Montgomery, 1980:299]. Although a strict definition of
a "large" sample size does not exist, Banks and Carson suggest
that a for sample of less than 20, the chi-square test should not
be used [Banks and Carson, 1984:351]. This being the case, the
chi-square test was used almost exclusively in the input data
analysis of this project. The final distributional forms of

the input parameters can be found by referring to the

computer code in Appendix A.

Model Construction. The actual building of the computer

model proceeded through several different phases. The early
stages of model building were based on a simplified
conceptualization of the CRC within the TACS. The actual coding
was done entirely using the SLAM 'network' approach, with no
external FORTRAN coding required. The entities were defined as
radar tracks flowing through the network from the track

initiation event to the eventual destruction of the track if

identified as hostile. The arrival rates of the tracks and the




Y service times in the system were based on the data received from
v

ﬁ the May '85 operational tests of the CIS-1SS at Eglin AFB. This

' initial model did not contain the level of detail required in

é several areas. First, the data used for the service time

; distributions was not considered adequate because of the limited

- number of observations. The modeling of the fighter and surface

; . to air missile engagements was also limited to a very low level
of detail. Although this first cut at the model provided

. valuable insight into the inner workings of the Control and

{ Reporting Center, the authors felt that more detail was required

3 in the previously mentioned areas to instill more confidence in
the model output.

é Through the process of research and literature review, an

'§ article by Merriman and Dowdle of ALPHATECH, Inc. provided a

“ comparison of two air defense command and control models

-i (Merriman and Dowdle, 1982]. After several phone calls to

"i ALPHATECH, it was learned that the models were being used by the

i Command and Control section of the Foreign Technology Division

E (FTD/TQC) at Wright Patterson AFB. FTD/TQC is using these two

E models in their work on the Soviet Air Defense system. The two

v models compared in the article were Queuing Based (QUEB) and

; Transient Air Defense Zone (TADZ). QUEB is an analytical queuing

a . ) theory model of a RED air defense zone. TADZ is a SLAM, FORTRAN,
and Pascal based computer model of the RED air defense zone and

i its response to a BLUE force attack. Through an examination of

d

the documentation and computer code of TADZ, it was determined
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that several portions of the model could be adapted to model
the U.S. TACS. TADZ provides the level of detail required
that was missing in the first attempt at modeling the CRC.

The TADZ model runs on a VAX/11-780 with a VMS operating
system at FTD and is completely compatible with the computer and
operating system available at AFIT. Any requests for access to
the TADZ coding or documentation should be referred to FTD/TQC.
A masters thesis effort by Larson and Vane at the Naval
Postgraduate School was very helpful in providing an
understanding of the TADZ model [Larson and Vane, 1985].

The experience gained from the first attempt at modeling the
system paved the way for successful incorporation of the
appropriate the CRC into TADZ. Throughout the model building
process care was taken not to make the common errors that can
beset any model builder. Innis and Rexstad's article on model
simplification techniques was very helpful in pointing out some
of the possible dangers and in providing guidance for keeping the
model at the appropriate level of detail [Innis and Rextad,
1983]. Coding improvements, logic analysis, and variance
reduction are just a few of the efficiency hints discussed in
this article that were helpful.

Appendix A contains the actual code of the final CRC model.

For a detailed description of the CRC model refer to Chapter IV

of this thesis.
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N
é Experimental Design. From the authors' point of view,
g one of the important reasons for planning or designing the
approach to be taken in this thesis is economy of effort.
; Jicks states that in the design of an experiment, "one seeks
i to obtain the maximum amount of reliable information at the
| minimum cost to the experimenter [Hicks, 1973:2]). Montgomery
f% . defines the statistical design of experiments as:
K- the process of planning the experiment so that appropriate
N data will be collected, which may be analyzed by statistical
methods resulting in valid and ovbjective conclusions. The
G statistical approach to experimental design is necessary if
Fa we wish to draw meaningful conclusions from the data.
N [Montzomery, 1984:2]
2 Montgomery also recommends that everyone involved in the
N "experiment" have a clear vision in advance of what is to be
? researched, the type of data to be collected, and a general idea
. of how the data will be analyzed [Montgomery, 1984:3]. In Hick's
- text, Fundamental Concepts in the Design of Experiments, the
E author suggests the outline shown in Table IV as one possible
7 approach to experimental planning [Hicks, 1973:4,5].
. Any textbook dealing with the subject of experimental
-
;f design will have essentially the same elements included in
! Table 1V by dicks. It was decided to follow this particular
% process in the design of the experiment. In reality, the
»é order of accomplishment may have varied slightly during the
- process, but the intent was to follow the general guidelines.
2
'

Al
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Table 1IV.

Experimental Planning.

I. Experiment
A. Statement of problem
B. Choice of response or dependent variabie
C. Selection of factors to be varied
D. Choice of levels of these factors
1. Quantitative or qualitative
2. Fixed or random
E. How factor levels are to be combined
II. Design
"A. Number of observations to be taken
B. Order of experimentation
C. Method of randomization to be used
D. Mathematical model to describe the experiment
IIl. Analysis
A. Data collection and processing

B. Computation of test statistics

C. Interpretation of results for the experimenter

In the choosing of a response variable, the early work on

the basiec CRC model was very valuable. The number of hostile
radar tracks that "get through" the air defense net was the first
response variable identified. The second response variable

chosen was the number of incorrect identifications by the
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"system." Keep in mind that the gquestion to be answered is
whether the CIS-ISS will provide a siZnificant improvement in the
identification process. These two response variables will be the
indicators of the improvement or lack of it.

The process of selecting the factors to be varied was
continuous in nature. During the model verification phase the

model's sensitivity to the input parameters was tested using

I
1 4

statistical comparisons on the mean response [Banks and

. Carson, 1984:Ch 10]. An example of a factor that is varied
in this analysis is the arrival rate of aircraft/tracks into
the CRC's coverage area. The decisions on exactly how to
vary the different factors in the model were made based on
experience and from data gathered in the background study
pertaining to system performance, resource levels, etc..

Determining the number of observations to be taken is a

decision that can be aided by statistical analysis. The choice
of sample size is a topic covered widely in the literature.
Montzomery, Banks and Carson, and Hicks all provide acceptable
methods for determining sample size for one, two, and several
factor designs [Montgomery, 1984; Banks and Carson, 1984; Hicks,
1973]. Fishman provides some useful insights on the subject in

his Management Science article on estimating sample size

[Fishman, 1971:21-38]. The general technique involves the use of
Operating Characteristic Curves found in most statistical

analysis and experimental design texts.
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As previously discussed, the thrust of tnhe final analysis is
to compare the system performance with and without the CIS-ISS.
The plan for making the experimentation "runs" reflects this
fact. ldentical runs are made with and without the computer
aided identification feature and the results (the response
variables) are tested for statistical difference or variance.
This leads the discussion into the area of factorial design and
the use of the ANOVA (analysis of variance).

Again, the literature contains several texts and articles
dealing with ANOVA and statistical analysis of the output from a
simulation model. The following authors address the subject:
Law and Kelton, 1982; Hicks, 1973; DBanks and Carson, 1984; and
Montgomery, 1984]. Carson and Law have written an excellent

article in the Operations .iesearch journal on the subject of

confidence intervals using the 't' statistic and the use of
bloeking in factorial design [Carson and Law, 1979:1011-1025].
Another topic of interest in experimental design is variance
reduction. The various "techniques or tricks" in this area are
meant to improve the statistical efficiency of the experiment
[Banks and Carson, 1984:487]. Common random numbers and
antithetic random numbers are two of the more widely discussed

methods. Kleijnen discusses these two techniques in his

Management Science article [Kleijnen, 1975:1176-1185]. Law and

Kelton devote an entire chapter in their text, Simulation
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slodeling and Analysis [Law and Kelton, 1982:Ch 11]. Due to the

complexity of the CRC model, a combination of both the antithetic

and common random number techniques was used in this experiment.

4 Verification and vValidation. As noted earlier, it is

; important to have a vision of the experimental design prior to
performing the experiment itself. A great dcal of the previous

? . discussion centered on the statistical techniques used within

; that design. An important aspect of the design that must be

| . remembered throughout the process is the verification and

. validation of the model itself. Verification can be defined as

T: "the comparison of the conceptual model to the computer code that

implements that conception" [Banks and Carson, 1934:376)]. In

74

simpler words: does the model perform as intended? This question

.
: is answered on a continual basis within both the model

construction and experimentation phases. A common sense list of
; suggestions for verification is provided in chapter ten of Banks
N and Carson's book. These suggestions are "basically the same
N

ones any programmer would follow when debugzing a computer
. program" [Banks and Carson,1984:379].
. Validation is defined as follows:

the act of determining that a model is an accurate
ﬂ representation of the real system. Validation is usually
. achieved through the calibration of the model, an iterative
) . process of comparing the model to actual system behavior and
) using the discrepancies between the two, and the insights
: gained, to improve the model. This process is repeated

i until model accuracy is judged to be acceptable. [Banks and
N Carson, 1984:377]
: One simple method of validating a model without using statistics
‘ 44
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is the Turing test. The test involves asking an "expert™ in the
field of interest to distinguish between real world data and the
output of the model. If the expert is able to identify the model
output as different, the model builder needs to work on improving
the model. The Turing test can be used in an iterative fashion
to fine-tune the model [Law and Kelton, 1982:338; Banks and
N Carson, 1984:401].
The method of comparing output to real world data can be

. extended into the realm of statistics through the validating of

L4

input-output transformations. This is accomplished by running

44

the model with certain input parameters and then observing the

"transformation” of these inputs into output measures of

performance. These model output measures are then compared to

P

data from the actual system using hypothesis testing on the
difference in the means, generally using the 't' statistic [Banks
and Carson, 1984:392-393]. "A necessary condition for the
validation of input-output transformations is that some version
of the system under study exists, so that system data under at
least one set of input conditions can be collected to compare to
model predictions [Banks and Carson, 1984:387)." The TACS is an
existing system and the data obtained from several operational
exercises is used for comparative purposes.

R.G. Sargzent in his article, " Verification and Validation
of Simulation Models," provides a list of twelve validation
techniques that can be used to develope confidence in the model.

Table V below is a recreation of that list.
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Table V.

Validation Techniques [Sargent, 1982:162-163].

1. Face validity 7. Comparison to other 1
models

2. Traces |
8. Historical data !

3. Historical methods validation ;

4. Multistage validation 9. Predictive validation

5. Internal validity 10. Event validity

6. Parametric variability/ 11. Graphic displays |

Sensitivity analysis !

12. Turing tests

A few of the techniques listed have already been discussed and a
thorough description of each would not be appropriate here.

Refer to Sargent's article for more information. Sargent also
includes an excellent bibliography covering the areas of
verification and validation. Unfortunately, there are no current
"cook book™ approaches for the validation of simulation models.
A combination of the above listed techniques is generally used,
but the question of which ones to use is left to the analyst.
Sargzent does suggest the use of factor-screening experiments in
the case of large-scale models to reduce the number of variable
combinations to be tested [Sargent, 1982:167)]). Pritsker states in
his text that "in making validation studies, the comparison
yardstick should be both past system outputs and experiential
knowledge of system performance behavior [Pritsker, 19834:13]."
Stated in laymen's terms, validation tests are simply checks on

the "reasonableness" of the model.
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Keeping on Track

As stated previously, a combination of techniques is
generally used to verify and validate the model. Many times the
cost and tne time available to accomplish these steps play a
major role in determining which technique(s) to use [Banks and
Carson, 1984:402; Sargent, 1982:160}. Again, the analyst or
model builder makes the final decision. Both of the following
texts provide complete treatments of the verification and

validations of simulation models: Law and Kelton, and Banks and

Carson (both chapter 190).

With so many different techniques and suggestions to keep in
mind while building the model and performing the analysis, it
would be very easy to stray "off course" during a simulation
effort. Having a good research design and a strict time
schedule to follow helped avoid significant problems in this
area. In Annino and Russell's Interfaces article, these
seven reasons are offered as the most frequent causes of
simulation analysis failure [Annino and Russell, 1981:63]:

1. Failure to define an achievable goal
2. Incomplete mix of essential skills

3. Inadequate level of user participation
4. Inappropriate levels of detail

5. Inappropriate language

6. Using an unverified or invalid model

7. Failure to use modern tools and techniques
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Paying heed to this list helped keep the research effort on a N

course toward successful completion.
Summary 3
¢ v}
This chapter has described the research design for this %
thesis effort. A brief review of the background study of the %
. nroblem preceded a description of the data collection and model K
o\
construction processes. The experimental desizn was presented N
¢ along with a discussion of the verification and validation .
phases. Finally, a short section covering the potential pitfalls gL
in a simulation study was included with the aim of keeping the A
(3

research "on track."

P.
In the following chapter, the CRC model will be described as ;
it was implemented in the TADZ model. 1In addition, the assump- i
tions and changes required to use the TADZ model are highlighted. -
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Iv. MODEL DESCRIPTION

Introduction

As stated in Chapter III, this effort began with a
simple simulation model of the CRC in the SLAM language. The
time spent in building this model was valuable in that much
insight and understanding of the TACS operation was gained
through the process. Upon finding the Transient Air Defense
Zone (TADZ) model by ALPHATECH, Inc. available at FTD, it was
decided to use the TADZ model to simulate the operation of
the CRC within the TACS. The overall objective of the thesis
did not change: to evaluate the utility of the CIS-ISS
within the tactical air control system.

This chapter of the thesis will describe the simulation
model at several levels. First, TADZ will be explained as
used by ALPHATECH and FTD. Secondly, the TADZ model will be
described as it has been modified to represent a U.S.
tactical scenario at a basic level. Thirdly, a central
European type scenario will be explained as it has been
implemented in TADZ. The final portion of the chapter will
list the changes and adaptations that had to be made in TADZ
in order to model a tactical scenario and implement the

identification feaure required to analyze the CIS-ISS.
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Description of TADZ.

The TADZ model was developed by ALPHATECH to model the
command, control, and communication process (C3) within the
Soviet air defense system. Essentially, the purpose of the
Soviet air defense system is the same as the TACS, that being
to provide a means of detecting, reporting, and prosecuting
hostile air threats. In more analytical terms, "the goal of
the air defense Cssystem is tomaximize the use of scarce
resources in bringing them to bear against penetrating
threats [Larson and Vane, 19Y85:24]."

In TADZ, the enemy penetrators are the customers or
entities flowing through the air defense zone and the defense
assets (radars, command centers, SAM's, and fighters) are the
servers. Since TADZ is essentially based on queuing theory;
there are many factors within the c3 system that can be
anlayzed. Response (service) times, arrival rate of the
threats, and the available resources to prosecute the
penetrators are just a few of the factors that can be varied
and analyzed using the TADZ model. TADZ not only models the
"external" process of detecting the penetrators and
prosecuting them, bLut it also models the "internal" decision
making or command and control (CZ) process within the air
defense system. Some examples of the servers in the internal
system are the communications links and the track report .pa

selection which operate during the transfer of information or
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mnessagyes between the elements of the c? system [Larson and
Vane, 1985:20-27].

The overall emphasis in designing TADZ was "on messaye
routing doctrine and C3 decision making logie, while
providing enough detail in the surveillance and prosecution
modeling to capture the essential aspects of these phases of
air defense [ierriman et al, 1984:14]." Because of this
emphasis in the building process, the TADZ model was well
Ssuited for investigating the CIS-18S question in a tactical
environment. Despite the differences between the Soviet and
U.S. command and control doctrine, this model can represent
the "network" connectivity in a myriad of ways. 1In short,
the TADZ model is very flexible.

Resource Requirements. "TADZ is implemented using

FORTRAN-77 and the simulation language SLAM (simulation
language for alternative modeling) [Merriman, 1985:52]" The
actual FORTRAN coding was developed on a VAX 11-780 using the
VMS operating system. The files necessary to run TADZ
require approximately 4.5 megabytes of disk space just for
storage of the working files. L[xecuting the model requires
approimately 10 megabytes of virtual address space.

The FORTRAN coding, which is the bulk of the TADZ model,
consists of over 280 FORTRAN files. [Lach of these files is a
subrout._ne that is compiled into a larger object file which

makes up the actual executable code. Changes in the decision
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lozic¢ required modifyinz a few specific subroutines and the
interfacing subroutines (those files that call or are called

by the changed subroutine). [Merriman, 1985:2-3)

TADZ “odeling Approach

The TADZ modelinz process can be broken down into the
following catagories of "sub-models": situational models,
organizational models, equipment models, process models and
doctrinal models {Larson and Vane, 19%5:39].

The situational models specify the seography of the
scenario and the threat. 'The geography is detailed through
such things as control boundries and the terrain. The threat
is modeled through the description of the individual threat
types, including speed, radar cross-section, offensive and
defensive capabilities and the flight path used in the
scenario.

The organizational models describe the origanization of
the C3 structure and the associated connectivity between the
various nodes of the network. The equipment sub-models
include the modeling of the radars throuzh the use of the
radar range equation and the description of the threat
prosecution assets (fighters and SAM's).

At each control or surveillance node, the processinyg
time for information flow is modeled. Communication between

the nodes of the system are assumed to be perfect in most
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inplementations of I'ADZ thus far, bDut the inodel does have the
capavility to describe less than perfect communication
[Larson and Vane, 1935:40].

The process models include the elements of detection,
weapons control, and weapon allocation procedures. Also
considered are such factors as equipment servicing to include
fignter refueling and re-arming, as well as the reloading of
the surface to air missiles [Larson and Vane, 1985:40].

As stated previously, TADZ is a model of a Soviet air
defense system and, as such, models the network with Soviet
doctrine throughout. Fortunately, TADZ is flexible enouzh
through its input files that any specific diferences in
areas such as command policies can be explicitly treated.

The latter portion of this chapter will explain the
modifications that had to be made to model the identification
or CIS-1SS function for this thesis. The reader is referred
to the TADZ user's ruide for a more detailed description of
the above elements [Merriman et al, 1984]. Appendix C
contains a user's guide for the TADZ implementation as

constructed for this thesis effort.

sodel Implementation

Thus far in this description of the model, the general
elements of TADZ have been discussed. An overview of the
implementation or execution phases might be helpful at this

point. There are three logical phases to discuss in the
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inplementation of the model: preprocessing, similation, and

postprocessing. The TADZ User's Guide gives the following
description of these phases:

In TADZ, preprocessing and simulation are performed in
the main execution module, while postprocessing
capability is provided in an independent execution file.
The main execution module contains a large number of
FORTRAN modules,linked to the SLAM simulation languaye.
A substantial amount of preprocessing is done before the
simulation of scenario events begins. When simulation
starts, control passes to SLAM, which selects the next
action to be performed....by maintaining a calendar of
simulation events that have previously been scheduled.
Postprocessing is done in a module written in FORTRAN
and PASCAL, which contains menu structures like those
used in QUEB. The postprocessor reads raw data files
produced by TADZ , and provides menus that allow the
user to derive stastistics from this raw data and
selectively display these statistics. [Merriman et al,

1984:18]

Figure 4 displays the major elements of TADZ.

The initial execution of the model begins by reading the
user input data files describing the scenario to be
specifically modeled during that run. These files include
order of battle information for both "sides", specifications
on the radars, aircraft, and missiles, and the description of
the c3 connectivity. Again, Appendix C contains more
detailed implementation information on the construction of
these data files. Chapter Il of the TADZ User's Guide joes
into much more detail on the model structure and

implementation [Merriman et al, 1984:18-43].

TADZ Network Connectivity

The network configuration modeled in TADZ is quite

I XNT S TR IO
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adantive to different scenarios. Althougn origianally set up
to model the Soviet command network, it was easily
rcconfigured to represent the cs configuration of a CRC
within the I'ACS. The TADZ documentation uses some
nomenclature that may be confusing, so the following
discussion will clarify and explain the labeling conventions
used in TADZ along with a simple description of the CRC
network and connectivity as it is represented by TADZ.

Figure 5 illustrates the TADZ representation of the
Soviet style c3 network. The labels on the various nodes in
this network correspond to specific functions and locations
within the surveillance and control structure. As depicted in
the diagram, the flow of information follows a "heirarchical"
format. The RY represents either an acquisition or
surveillance/early warning radar. An sY js defined as a
filtering and reporting center. The sl represents a sector
filter center one level above the SY jn the hierarchy. The

top level of the surveillance portion of the network is

modeled by the S2 node and is known in Soviet terminology as

a zone filter center. The next node in the network is the (2
node whieh is the top level of the command structure or the
air defense weapons operations center (ADWOC). The next
level down in the command structure is the regimental/brigade
command post or C1 node. The bottom level in the command
hierarchy is represented by the cY node or GCi/Fire Control

Post. The CY node "controls" the fighter interceptor and SAM

26
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into a detailed description of the reponsibilities of eacn of
these nodes as they exist in the Soviet air defense system, a
simple network model of the CRC will be describedas it is
represented by the TADZ model. Figure 4 is a network diagram
of the CRC within the U.S. tactical air control system.

Since this thesis is modeling a tactical air defense
system, the more detailed desecription is included here as it
relates to the functions and responsibilities within the

TACS. Tne U.S and Soviet systems are similar in that the

J
same type of air defense decisions and actions iwust be made, ﬁ
but the location of the nodes and the levels at which the .
decisions are made are zenerally quite different. Table VI -
explains the functions and locations of the C3 nodes for the E

CRC/TACS as represented with the TADZ nomenclature.

For a review of the various functions within the CRC,
refer to TACR 55-44 or the background section of Chapter 1
[TACR 55-44, 1Y85]. The detailed specifications for all
these nodes are listed in the input files for TADZ. Appendix
B zives instructions and examples on how to build the
required files for implementing TADZ with a particular

scenario.
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Taole VI, N
TADZ Description of the TACS. '
TADZ Node TACS Function / Location :
Rt
RY TPS-43 /  CRC position
(Evw radar)
L3 -
S? 550 (Scope
Surveillance N
Operators) / within CRC ;
»
S% Mgl (‘Movements "3
and Identification <
Operators) / within CRC R
S% Battle Director ”
/  within CRC !
C% WAQ (iweapons :
Assignment o
Officer) / within CRC g
C{ ADLO (Air Defense
Liason Officer) N
/ within CRC ~
C? Fishter Weapons \
Controller / within CRC i
iy SAd Acyuisition -
Radar / location of >
SAl battery -
Sg SAM Fire Control N
. Battery / "o N
Cg Fire Controllers N
/ " " .,
. X
Enhanced Scenario N
~
' The CRC and TACS network just described was of a very N
simple air defense organization. A more detailed or expanded -
60 "




scenario was required to accurately model the TACS in a valid
setting. This study as described in Chapter 1, is based on u
Central European scenario with a massive conventional attack
. from the WARSAW Pact forces. The air defense in this region
is essentially divided into two zones (4 ATAF, 2 ATAF). The ’
scenario chosen for this simulation models a "generic" U.S.

air defense zone [Spaeth, 1985]. Figure 7 is a depiction of

T Y ¥ T v

this scenario. Again, this is a generic scenario and future
users could easily build a simpler or more advanced

simulation by simply rebuilding the TADZ input files. This

Uy e I T, |

scenario includes essentially one early warning/ground

A

controlled intercept (EW/GCl) radar, three combat air patrols

»
A o

(CAP) points (COFI1 - COFI13), four SAM batteries (with
associated equipment, MI1 - MI4), and one CRC. The lethal
engagement zones for the SAM batteries are indicated by the
hashed circles. The TADZ network representation is much more 3
complicated than the simple CRC model described earlier.
Figure 8 is the network depiction of the final CRC scenario. .
As stated earlier, this scenario could be enhanced .

fairly easily. AFIRL's envisioned use of the model should
not require any drastic changes in the scenario or the other

- parameters within the FORTRAN coding of TADZ. The .
information in Appendix B will enable the user to make the

required changes to the scenario. Any deeper excursions into

N
T s

coding changes would require a more in-depth study of ['ADZ
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and its implementation. The {\L7Z instruction manuals (Vol I,
11, [Il) available througn FTD/T)C or ALPYATECI, Ine. are
recommended for this purpose. The next section of this
chapter will deal with the FORTRAN changes required in TADZ
to model the identification funetion in the tactical

scenario.

TADZ “Modifications

In order to implement the functioning of the CIS~ISS in
the TADZ model, three major modifications were required. The
three modifications are required to emulate the realistic
flexibility of operations available in the TACS and not
available in the TADZ model. The three operational functions
not in the TADZ model are: (1) the ability to decide not to
prosecute a penetrator, (2) the ability to distinguish among
penetrators (friend from foe), and (3) the ability to perform
an identification intercept.

First, the model necded the capability to not prosecute
a penetrator. The existing TADZ logic assumed that all radar
detections were hostile aireraft attempting to penetrate the
air defense zone. Since all penetrators were assumed to be
hostile, the air defense system made an attempt to destroy
each penetrator with the assets available. This assumption
is not valid for the scenario employed to test the CIS-18S.
The CIS-1SS was tested for its ability to assist in the

identification process. This identification process will not
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only distinguish friend from foe but will also provide the

probable tyvpe. The systen needs tne avility to not
prosecute a detected aireraft wnhen the aireraft is identified
as friendly or for some other command decision. This
selective prosecution capability was not provided in the
original TADZ coding.

The second major modification of TALCZ required a change
to the model so that an identification code could be attached
to each penetrator. This modification reflects the
identification friend or foe, selective identification
feature (IFF/SIF) present in the existinz TACS. The
previously moﬁified selective prosecution feature could then
be selected based on the information contained in the
identification code. The actual identification codes used in
the model are detailed below.

The third feature added to the TADZ mode!l was the
identification intercept. Based on the existing operating
orders or the rules of engagement, a penetrator may require a
visual identification prior to execution authorization. This
type of execution requi.es the deliberate withholding of the
authorization for missile engagement and the explicit usec of
fighters. In addition, the fighters are restricted from
using long range weapons against the penetrator prior to the
pilot making a visual identification of the penetrator.

Penetrators which cannot be specifically identified as
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friend, foe or neutral require this type of identification
interceot.

Additionally, the TADZ model used the uniform
distribution to model the average service times for messaze
processing at the TADZ nodes. Since the analysis of the
Eglin test data showed that these processing times actually
fit the exponential distribution, the message processing was
changed from uniform to exponential in the subroutine
SERVTIME. FOR.

TADZ Entities. Externally, the model treats the

penetrators entering the air defense zZone as the customers to
be served. Internally, the entities that flow through the
TADZ model are the command and control messages which would
normally be distributed through an air defense system. The
processing of the messages within the SLAV network represents
the servicing of the penetrator customers. In order to
change the TADZ network to implement the modifications
required for the CIS-1ISS function, two methods could have
been used. First, the messages entities could have been b
modified to include the identification of the penetrator.
Secondly, the processing of the messages could have been
changed so an identification code would indicate whether the
penetrator was friendly and whether or not the air defense
system should prosecute the detected aircraft.

Because the timing in the TADZ model is based on time

elapsed while processing the messages generated by the
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various nodes in the air defensc system, it was important to
ensure that the selective prosecution feature did not affect
the normal message flow. For instance, just because a
penetrator was identified as friendly does not mean that the
messages concerning the aircraft could be eliminated from the
system. In faet it is conceivable that the processing load
for messages on friendly aireraft could interfere with the
message processing for the hostile aircraft. Therefore, in
order to preserve the current flow of messages, the selective

prosecution feature was implemented at the last processing

node possible.

Selective Prosecution

The selective prosecution feature was implemented in the
followinz manner. The TADZ logic requires two message events
to be true before an execution node (fighter or missile CU)
will prosecute a penetrator. rThe first message the Cu
prosecution node checks for is the radar detection report.
TADZ logic requires that each individual cY execution node
have a detection report froman S0 node that is directly
connected to the CY node. The detection reports routed via
the surveillance side of the air defense system are not
sufficient for prosecution, the report must be direct from
the S to the c%. Tne second message event required prior to

initiating a prosecution of a penetrator is an assignment (or

alert) message. In other words, the surveillance section
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needs to detect tne hostile penetrators and identify then as

hostile. 'Then, the weapons control side of the air defense
system will make the decision as to which .eapons controller )
. (working a specific CAP point) or llawk missile battery will
engage the penetrator. When both (detection and assignment)
messages are present at a cY node, TADZ then 'matches' the v

detection and assignment messages and attempts to prosecute

+ SR e

the penetrator if the assets are available. For this reason,

o2t

the COMATCH subroutine was modified to not file detection
reports at cY nodes for selected penetrators based on their Oy
identification code.

CUMATCH. The actual FORTRAN selective prosecution code
modifications made to TADZ were done in the FORTRAN
subroutine called COMATCH.FOR. It is in this subroutine that =

the system checks to see if both types of the required

la'im siaf e 2% ]
e L

messages for prosecution exist at the specified c% node. The

- (N

subroutine returns a logical value of true or false for the

o A,

detection and assignment messayes based on the status of the

-
]

messages waitingy for processing at the node. To avoid
affeeting normal message processing of TADZ, the messages
themselves were not changed. Instead, the identification of
the penetrator is checked to see if the identification does o

not require prosecution (ID code 5 or higher). If the

»
&4y

penetrator does not require prosecution the single

(AN

consolidated assignment message produced by COMATCH is not

s
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placed in an assiinnent queue. tllowever, the nenetruator is
still reported tharougn the surveillance side of the CRC.
l'his surveillance report will ensure that event though the
system cannot prosecute the penetratore, the model still
maintains the penetrator in the target data base.

An IF THEN statement checks the identification code
attached to the penetrator and fails to determine a queue for
the assignment message at the CY for selected values of the
identification code. The following identification codes were

used in the COMATCH subroutine:

1 = Hostile identified as Unknown

2 = Friendly identified as Unknown
3 = Freindly identified as llostile
4 = Hostile identified as llostile

5 = Friendly identified as Friendly
b = Hostile identified as Friendly
7 = Deliberate non prosecution

8 = New code for unknown friendly

If the identification code is 5, 6, 7, or 8, the CO'1ATCIl
subroutine does not place the assiZnment message in a queue
which would enable execution. Since the added code is at the
end of the subroutine, normal message processing has already
been accomplished. The failure to place the assisnment
message in a queue only prevents the cY node from actually

besyinning prosccution on selectively identified aircraft.
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Identification Feature ::

In order for the selective prosecution feature to work, )

the individual penetrators should have the identification 3

e code embedded in the message entities that flow through the EE
TADZ network. llowever, the queues that represent the air i

. defense system nodes are based on the different penetrator ﬁ
. ,
types. The messages which are to be processed are placed in E

. the queues based on whether the messages are first detection 5
reports or continued reports. Thus, the number of queues ;:
attached to each nude which represents 4 poftionof the air :}

defense system is eight. There are two queues for ecach »
penetrator type (maximum of 4), one for first reports and one ;:

for continued reports. The creators of TADZ also allowed a Eé

ninth node in the system for expansion. Since the .
identification codes are not limited or tied to the Si
penetrator type, the queues were not used to manipulate or ;

use the identification code. In addition, the computing i

overhead that would be required to pass the attribute array ﬁ

each time a CY node evaluates a penetrator ~would make such a ;

A method of implementing the identification feature cost ¥
prohibitive in execution time. ;

The TADZ FORTRAN code provides a means to collect the i

) data on the penetrators as they progress through the system. ._
Tne penetrators and their identification codes are 55
initialized in the PENINT.FOR subroutine and then passed to &
R
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cach routine that needs the Jdata in the PLIIDESOENC common
block definition. The suoroutine that prints tne final
output file is PRINTPEN.FOR. Tnanis subroutine prints output
which coatains the penetrator nu.aiber, tne penetrator path,
and the times of first detection, first assignment, first
engagement, destruction, and identification code. The
following paragraphs describe the changes made in each of
these subroutines.

PENIDENT.INC. The labeled common block contains the

identification information on the penetrators. The specific
identification code can be referenced using the array
PEN_IDENT (1). The index of the array PLi{_IDENT is the
penetrator number so that each value of the array is tied to
a specific penetrator.

PENINT.FOR. The FORTRAN subroutine PENINT.FOR actually
sets the identification codes used in the model. The
identification code is determined using a random draw from a
uniform distribution. The identification code is then set
using IF THEN ELSE statements and predetermined probability
values. The differcnt levels or capabilities of the CIS-ISS
to perform the identification feature can then be varied for
analysis by changing the probabilities in this subroutine.
Figure 9 shows a decision tree for one set of factor levels
for accuracy (.99) and capavility (.006). lecall that 10
percent of the penetrators were assumed to be friendly, and

the remaining 90 percent were hostile,
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PRINTPEN. FOIL. This subroutine provides the output tnat

is used by TADZ instead of the SLAM statistical collections.
Thnis output file was changed to provide a means of tracking
the identification code that was generated in PENTUT.FOR.
This also allows the analyst to verify that the appropriately
coded penetrators are not executed. The code changes udded
the penetrator identification code to the existing output

file for verification by the analyst.

ldentification Intercept

Emulating an identification intercept within the TADZ
model required the ability to designate the penetrator for
execution by fighters only. In addition, the fighters must
not use long range weapons, rather they must conduct a visual
intercept. Once identified, the model needed the ability to
either abort the intercept or destroy the penetrator when the
visual identification was completed.

The actual code changes required to implement an
identification intercept was made in three files. ‘he
SODISPICH.FOR was further nodified, alons with the
subroutines which control the release of long range and short
range wecapons (LONGFIRE.FOR and SHORTFIRE.FOR).

CUMATCIlL.FOR. The coding in this subroutine was given an

expanded IF THEN structure to sequence through both the
identification code and the node labeling structure to ensure

that a valid assignment message is placed only in the message
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processing gueue for cYrs identified as a firhter VY. Tne

actual coding assumes foreknowledse of the number of fizshter
cYs in the scenario. Changes in the number of fizhter cls

. would require changes to the code and recompiling of the TADZ
model. See appendix B for the detailed procedure to
accomplish this straightforward modification and a listing of
the actual code changes implemented.

LONGFIRE.FOKR. The decision logic required to fire a

long range missiles from a fighter interceptor is contained
in this subroutine. The FORTRAMN coding was modified to test
the identification code prior to expending any missiies. If
the identification code was UNXNOWN (1 or 2), the decision
lozic was automatically switcheg to SHORTFIRE.FOR to emulate
the requirements for a visual identification.

SHORTFIRE.FOI. This subroutine contains the decision

lozie for fighter prosecution against penetrators at short
range. An [F THEN statement was used to test the
identification code. If the penetrator was identified as
friendly (2), the intercept is coded as a2 missed intercept,
the fighter prosecution is canceled and the penetrator is
given a new identification code (8). [If the penetrator is

identified as hostile, the penetrator is destroyed.

validation and Vcrificatigﬂ

.
3
ta

b
Validation. The TADZ model provided by the Foreign f}

s':|

Technology Division (FTD) has already been verificd and 5
T4 NG

N

o

T4
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validated for use at FiD. It is curreantly being used in

studies conducted at FiN. Therefore, if the code c¢hanres can

be shown to have no effect on the original processing of the

model, the model is still a valid model. In addition, the

P EER PSP

output results and penetrator prosecution were reviewed by
air dz2fense experts at the ifluman Resources Labratory for face
validity. MNo obvious discrepancies were detected.

Verification. lach change of the TADZ FORTRAN codin

needed to be checked to ensure the oriyinal messajge
processing was not affected by the codingy changes added for
the identification feature. The code was verified by
comparing the following test cases against a base case
(before any code changes) running identical scenarios with
changes only in the identification codes used. First, all
penetrators were initialized with a friendly identification
code to ensure that none of the penetrators were attacked.
All the penetrators passed through the system without being
assiined to a CY for prosecution while they were still
detected at the original times reported in the base case.
Second, all the penetrators were initialized with an
unknown/hostile identification code to ensure that only FI
Y attack the penetrators. Wwhile the assignment and
destruction times were different, this was to be expected as
the surface to air missile systeins were not used. HNext, the
identification code was changed to unknown friendly. As

expected, the detection and assignment times reported by TADZ

79




~Nere the same as in tne second case. The fourth cuse

Al S

consisted of assigning all hostile identification codes to
the penetritors. Since all of the penetrators were .
identified as hostile, the detection, assignment, and
destruction time should Le identical to the base case --
. which they were. Since there was no reported differences in
the TADZ output between the original coding and the modified 3
» coding, the code changes were verified as having not adversly

modified the original TADZ message processing. Thus the

model changes have not affected the validity of the original f
model. i
Summary :

Chapter IV has provided a brief overview of the TANZ o4

ol

model as provided by the Foreign Technology Division. A

¢

description of the available system nodes and their use in

¥y

representing the tactical control system processes has also

been explained. In addition, the required modifications to ~

implement a selective prosecution function, an identification

."‘4 '

function, and an identification intercept feature in the TADZ

' model were described. The detailed files, code chanyes, and ;
user manuals required to implement the TADZ model are ?:

¢ contained in appendices A, B, and C. A brief description of -
the verification and validation procedures was also ﬁ

“

described. In the next chapter we will provide a detailed 2;
description of the experimental design and the various input o
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levels used for data collection. A screening analysis will
identify which factor levels have siznificant effeets on the
inodel. An analysis of the effects due to changes in the

input levels will also be presented.
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V. ANALYSIS OF RESULTS ’

i
Introduction !
This chapter des~ ibes and explains the results of the E
experimentation with the modified TADZ model. The f
experiments were chosen to answer the research question as to
whether or not the CIS-I1SS would be a valuable aid ia the P
identification process within the CRC and TACS. The :
experimental design will be reviewed, the measures of merit
restated, and the major findings will be discussed. Some :
sensitivity analysis was accomplished along with some :
excursions from the original scenario. These will be ?
included at the end of the chapter along with an N
interpretation of the experimental results relative to the i
research question. -
Factors in tne Analysis ;
With such a complicated simulation model there were many i
input variables to consider as factors for the experiment. :
Several of these variables such as number of fighter 5
interceptors, number of SAM's, types of penetrating aircraft, i
and the routing of the penetrators were considered to be 3
scenario dependent and, thus, eliminated from the list of ’
factors to be varied by using a fixed scenario. Since the g
f
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key issuce in this effort is wnether or not CIS-133 improves
the identification process, tne problem is essentially one of
comparison against a standard. With the objective of
answering this question, three factors were chosen based upon
their power to "describe" the identification function. These
factors were identification capability, accuracy, and time to
identify. A discussion of these factors along with their

associated levels follows. Table VIl lists the factors used.

Table VII. Factors and Levels.

Factor LO MED Hi
1. Capability 10 6 2
(percent unknown)

2. Accuracy 80 90 99
(percent)

J. Identification 10 by 112
Time (seconds)

Capability. The capability of the identification
system, poth manual and automated, is defined in this thesis
as the ability to sense a target and assign an identification
to the penetrator. Using this definition, the capability of
the system can be measured by observing the percent of
"unknown" labels assigned compared to the total targects
processed. The three levels selected for this factor were

16, 6 and 2 percent. Since the unknown identification imposes
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restrictions on the avility of tne air defense system to
select the appropriate asset for prosecution, an unknown
level of "one out of ten" was a reasonable worst case. ‘The
level was increased by 4 percent in two increments to
increase the capability until the system was five times
better, or one out of fifty. The system could provide a
specific identification code YU, 94, and Y8 percent of the
times respectively. These levels are set in the PENINT.FOR
subroutine of the TADZ code. (See Appendix A for the
implementation of the levels used in the experiment.)
Accuracy. The accuracy of the identification was
anotner important factor to consider. It should be clear
that the ability to identify foe from friend is a critical
and highly desirable characteristic of an identification
system. The initial estimates on CIS-ISS performance
advertise n 99 percent accuracy [Perini, 1985:81] Given a
detection, the system is reportedly capable of identifying
the correct type of the aircraft 99 percent of the time.
This variable is also set in the PENINT.FOR subroutine in
TADZ. Using the advertised accuracy of CIS-ISS as an upper
bound, the followingy levels were chosen to provide a wide
ranze of operational conditions: low = 80 pecrcent, medium =
90 percent, and high = 99 percent. These levels were
considered to reasonably cover the possible accuracy range of

both the CIS-I1SS and the manual systems.
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ldentification Time. 'ne final level chosen for the

analysis was identification time. One of the perceived
advantages of the automated system over the manual system is
¢ the vavings in time through a faster identification. One of
the difficulties in choosing levels for this factor stems
from the lack of unclassified data and also the lack of
operational tests conducted at a threat level high enough to
sinulate the maximum wartime system load. The higher
(slower) limit for this factor was considered to be 112
seconds per track. This level is basced on data reduced from
the CIS-I1SS operational test at Eglin AFB in lay of 193814
[Preidis, 1985]. The medium level was selected as 60
seconds, half the maximum allowable time. A low level of 1U
seconds was arbitrarily selected as a reasonable lower limit
on the processing speed of the CIS-[SS. These levels were
also compared against some operational test and evaluation
data on the CRC performed in 1971 wnich showed an
identification time averaze of 65 seconds [CRC OT&L,
1971:85)]. The actual values used were input as the "first
service time" within the SI1U1.DAT input file for the modified
TADZ model. The code reads these values as the means of
exponential distributions. Appendix D lists the roodness of
fit tests and results of the data reduction and distribution
analysis for several of the model inputs including the high

value of the identification time.
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Jeasures 2£ lepit

inere were two measures of merit or performance selected
to evaluate the differc.ices between the various conmbinations
of the input factors. The first measure of merit was the
numver of hostiles that get through the air defense zone
without Leing engaged and "killed" by either the SAM's or
fizhters. The second measure was the number of fratricides
that occurred during each run of the simulation. These two
measures were deemed to capture the essence of what an
identification decision aid should bring to the tactical air
control system -- the ability to destroy more enemy aircraft

while destroying fewer of our own.

Analysis of Variance

With three factors at three levels each, the resultant
experiment was a 39 design requiring 27 simulation runs for
each replication desired. See Figure 10 for a three
dimensional representation of the 3x3 design. Since the
factor levels were not randomly picked, this analysis is a
fixed effects model and consequently the results cannot be
extrapolated outside the factor levels of the design
[VMontgomery, 1984:44].

Nue to the size of the experimental design, it was
decided to limit this initial experiment to only one
replication. This decision required an assumption that the

three way interaction was negligible in its contribution to
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explaining tne variuance. An expanded "Tukey's additivity"
test was performed on both of the measures of merit to verify
the assumption of nezligible three level interactions which
is required to justify the use of one replication in the
analysis of variance [Kirk, 1982:250-253]). The additive
model (no three level interaction) assumption was verified at
alpha levels ranging from 5 to 25 percent as suglested Ly
Kirk.

The ANOVA for the number of successful penetrators is
contained in Table VIII. Note that for the first measure
(number of hostiles through), identification time and
accuracy were both significant at the 5 and 10 percent levels
indicating a definite contribution to the variance. The
capability factor was found to be insignificant at both 10
and 5 percent levels., A brief discussion of the effects of
each of the factors is presented below.

Accuracy. As the graphs in Appendix D indicate, as the
accuracy of the system increases, the number of penetrators
that get through the air defense zone decreases. fhis effect
of nccuracy on the number of hostiles killed is intuitively
appealing. The more accurate the identification, the Jreater
the number of hostiles that should be killed. This is
because fewer hostile aircraft et through the air defense
zone because they are miss-identified as friendly.

[D Time. Illowever, the cffect of identification time on

the first mneasure of merit was different than expected. The
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o

variate Sum of Degrees of nean F

Factor Squares I'reedom Square Statistic
’ i: IDtime 2968.2 2 1484.1 22,3840
- c: Capability 12.06 2 6.3 0.10
3 . a: Accuracy 5936.8 2 2968.4 44,7780
! ic 3J71.1 1 92.7 1.0
i - ia 1362.2 4 340.2 5.1440
5 ca 301.1 4 75.2 1.14
s ica: Lrror 530.4 8 66.3
" Total 52801.3 1
3
g a = significant at 5% b = significant at 10%
ﬁ numoer of hostiles through was less for the longer ID times!
-
y Upon examining the inodel outputs for network message flow, it
- appearced that as the system processes nmore and more detection
f mnessazes, the &l section begins to backlog. Illowever, the
a system does not backlo,s forever. [l the TADZ model determines
- that normal message processing (through the ‘lal section) will
5 * prevent penetrator prosecution, the model will allow the
? , individual CY%s to begin prosecution if that is the only means
.
; : to prevent the penctrator from successfully penetrating the -
{ air defense zone. As the [ time is cxtended, the backloyg
L]
ﬁ occurs earlier and the system defaults sooner. As the model

defuults at an earlier time, the Vs begin to prosecute cvery
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penctrator within its operating arca, thus accounting for the
fewer successful penetrators. I'he default 'TADZ model
prosecution mode also does not resolve dual prosecution for
those Cus with overlapping coverage. The model reflects the
actual operational processes in this regard. The weapons
assignment section will not allow penetrators to exit the
system without prosccution just because of a backloy in tne
movements and identification section.

There is also some indication that the use of speed of
identification as a factor may have heen a less than optimum
choice as a factor variable. Using time as a criteria for 1I
does not preserve the independence between the ID time factor
and the tactical decision time for employment of assets.
Chapter V1 contains a more detailed discussion of this point.

Capability. The level of the capability or percent of
unknowns was found to have no siznificant effect on the
model outputs. The increase in the number of unknowns will
cause an increase in the number of engagements required for
fighter interceptors and fewer engagements for the SA|l sites.
A closer examination of the output data revealed that the
number of SA't kills remained constant over all factor levels
. in the model. The number of wasted assets would be the

sorties that cngaged unknown f{riendly aircraft. Since only
1V percent of the penetrators are friendly and the number of

unknowns ranged from 7 (320 x .U2) to 52 (320 x .1U), the
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'able 1y, ANOVA for Fratricide

Variate Sum of l'errees of Jdean F

® Factor Squares Freedom Square Statistic
i: IDtime 8.296 2 4.148 U.61

- ¢: Capability  7.629 2 3.814 0.56
a: Accuracy  235.185 2 117.592 17 .2680

) ic 22.370 1 5.592 0. 82
ia 13.481 4 3.370 0.49
ca 3.148 4 2.037 0.30
ica: Error 54.3518 8 6.814
Total 370.37 1
a = significant at 5% b = significant at 10%

number of penetrators on which to waste ;ssets would vary
between less than one (0.7) and just over three (3.2). This
ranye is over a small enough interval to have no significant
effect on the results. This would also tend to indicate that
the CIS-18S would nced to fail to identify 103 or morec of the
penetrators for this factor to be significant.

Fratricide. The ANOVA results for the second measure
(fratricides) showed that the only sisnificant factor
contributiny to the output measure was accuracy. Table IX
shows the AHOVA for fratricide with the accuracy
"siznificant" at both the 5 and 10 percent levels. This

result is explainable as the only friendlies that would be
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killed are the airceralt that are identified incorrectly as

hostiles. Since this result depends solely on the
identification accuracy (in this model), the results are as
expected.

Interaction ¢graphs for both measures of merit were
constructed for all possible combinations of the threec
factors at all three levels. The significant Zraphs are
displayed in Figures 11 and 12. Figure 11 shows three graphs
with capability being held constant at one level for each of
the grapns. Note that as accuracy and time increase the
graphs decline to the right showing the previously mentioned
decline in the number of hostile penetrators making it
through the air defense zZone. Figure 12, which has time held
constant for each graph, shows that as capability increase
for each level of accuracy there is little overall effect.
These graphs further describe the trends and results just
discussed. The remainder of the interaction graphs are found

in Appendix D.

Sensitivity Analysis on Enemmy Tactics

The initial analysis just described provided a hasis for
choosing the combination of factors which were used for
modelinyg the CIS-IS5 in the baseline scenario. fhe following
factor levels were chosen to model the CIS-15S. Accuracy was
set at the 99 percent level to maintain a zero fratricide

level. Capability was set at 9% percent and a 10 seccond ID
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tive was chosen as tne fastest processing time. with the
CIS-133 factor levels at these settings, the model was tested
for sensitivity to variations on enemy tactics as described
in the following paragrapns.

leduced Number of Penetrators. The original scenario

used a total of 320 penetrators. This number was an upper
limit due to memory limitation of the TADZ model. This
limitation will be further explained in Chapter VI. A
reduction of penetrators of 20 percent (256 vice 320) was
input and the results were compared to the original scenario.
A one way ANOVA, using a sample size of 10, indicated a
siznificant difference in means between the two levels of
penetrators using the F statistic at the 10 percent level.
This difference was found to be statistically insiznificant
using the Duncan nultiple range test at the > and 10 percent
levels. The natural conclusion was that the number of
penetrators did not change the results of the simulation.

Upon exanmining the times of the penetrator kills, it was

found that the air defense system is most effective during

the start and end of the wave attack. In general, the
successful penetrators are the middle of the wave while the
svstem is occupied with the start ol the wave. See Table

N for the actual test data results on variations of enemy

tactics.
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Flisht size. rhe original scenario used 1 constunt

vilue of 4 aircraft per (lisht of penetrators. Spreading out
the total number of hostile aircraft by reducing the flight
size should make the air defense tasks more difficult. 'This
hypothesis was tested by reducing the flizht size to a
constant level of 2 aircraft. With the number of
replications set to 10, a one way ANOVA was performed to
compare to the original scenario. The F test indicated a
significant difference in cell means and the Duncan test
confirmned that the smaller flight size increased the number
of hostiles that "got through" the system (as hypothesized).
fable N shows the pertinent statistics.

Spacing of the Penetrators. The number of seconds

betwveen the penetrator flights was also thouzht to effect the

performance of the air defense system. The original scenario

Table X. Sensitivity on Enemy Tactics.

Scenario No. ‘fhrougzh F-stat Duncan Test
(vlean) Signif? Signif?

Automated 38.0 ---- ----
Penetrators 36.9 Yes No

236
Spacing 58.6 Yes Yes

30 seconds

Flignt Size 19.0 Yes Yes

2 A/C
Path Routing 50.8 Yes Yes
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used a value of 15 second spacins Dbetween individual

flishts. This was considercd an upper limit on compressin:

the arrival rate based on information from Soviet dilitary

Power, and Coyne's article in Air Force “lagazine [Soviet

Military Power, 1985:103; Coyne, 19Y84:74]. Ten replications
were run at a spacing of 30 seconds and the results were
compared to the original scenario using the one way ANUVA.
Both the F test and the Duncan test indicated a significant
inecrease in the number of hostiles that penetrated the uair
defense zone when the spacing was increased. This result was
to be expected as the fighter assets were made to work
"harder" when the penetrators werc more spread out. Thus the
penetrators did not present such lucrative target clusters.
The actual statistical results are found in Table X.

Penetrator Paths. The original scenario had 8 parallel

penetrator paths running through the 100 km 5y 100 km air
defense zone. A more realistic tactic for the enemy would bLe
to vary the routing of the paths to increase the difficulty
of the tracking and intercepts vy the air delense assets.

The paths were changed toreflect such a tactic and the ANOVA
was again used to compare the results with the oririnal
routing. See Figures 13 and 14 for a comparison of the two
scenario penetration paths. Both the F and Duncan tests
indicated a significant increase in thc number of penctrators

not Killed when the paths were made more complex. Table X
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fists the statistical results for this comnarison also. A

of the avove analyses essentially tested the model's

e

sensitivity to the changes in the enemy's penetration

tactics.

Sensitivity Analysis on Friendly Tactics

AR B bt

several "friendly" tactics were also evaluated usingy the

modified TADZ model. Thesc tests are in addition to those
already considered in the area of increased identification
efficiency. 7These excursions include the command
configuration of the surface to air missiles and a variation
on the location of the CAP points for the air defense
fighters.

SA:l Command Configuration. The original scenario had

the SAl's set up in a "square" configuration which permitted
two platoons at each of the four SAM sites or batteries.

This confizuration allows for only two simultaneous
intercepts at each site [Combined Arms Fundamentals,
1983:5.12,5.27}. The "triad" configuration puts one mnmore
platoon at each battery and therefore allows for three
simul*aneous intercepts per site. While the actual number of
missiles or platoons were not changed, the number of
simultaneous intercepts was increased to three. Ten

replications were run usingy the new configuration and the

results were compared to the origtinal scenario. ‘i"he ANOVA

indicated a difference in the means and the Duncan test
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confirmed tanat the triad confifuration iancrexasced the nunoer

of hostiles that successfully penctrated the air defense
zone. See Table XI. While examininy the model and its
outputs to understand the reason for the increase in the
number of successful penetrators, a siznificant insiTht to

the functioning and implications of the model was brought to

lignt.
Fable XI. Sensitivity on Friendly Tactics.
Scenario No. Through F-stat Duncan Test
(‘lean) Signif? Signif?
|
Automated 38.0 -———- -——- ;
$A'1 Config. 19.6 Yes Yes ‘
(Triad) ?
CAP Forward 42.3 No N/A i
26 kKm i
CAP? Forward 41.3 No N/A l
13 km

Since the model output had been closely examined under the
automated conditions, which were assumed to be the most
stressful, it was felt that Iiven longer processing times the
mode)l would continue to function as expected. ltowever, when
the TADY, network was re-examined, it was found that when the
system sensed that a detection message would be backlogred LY
normal reporting (up the chain through the &l section), tne

individual CYs were allowed to engage the penetrators. This
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#ould only occur 1 f such actions were the ocaly wmethod to

orevent the penetrator from exiting the air Jdefense zone

without prosecution. Thus, as 1D times were extended and

larger backlogs occurred, more and more penetrators werc
attacked outrizht without the ID processing delay --

¢ permitting fewer penetrators to escape. Thus the sinrle

' identification processor providing a 10 second average
processing time may be inadequate. Also, since the
vacklogzed system can not execute as a total air defense
system, the system bezins to prosecute each penetrator as it
enters each ClUs area of responsibility. In addition, since
the system operates in the default mode, there is no dual
prosecution resolution for overlapping areas of
responsibility at the missile CY%s. Thus the SAM sites are
only effective until the "l&l section bLacklogs and then the
additional server appears to cause increased conflict among
the prosecutors allowing more penetrators to successfully
piass through the air defense zone.

CAP Location. The basc-line sccnario had the CAP's

. located approximately in the center of their assigned arcas
or zones (see Figure 13). woving these locations to a more

. forward location was hypothesized to improve the fighters'
ability to enzage and kill the incoming penetrators. The CAP
locations were moved forward 26 kilometers (penetrator specd

times the additional 1D processing time). The C\P positions
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gere i1lso testea at 13 silo eters topvard (rall the
distaance). ine resatting averiage number of penetrators, for
ten runs, through was not statistically different from the
manual or automated system. These outputs are also included

in Table XI.

The llesearen Question

Recall that the main purpose for this effort was to
determine a range of optimal response rates to model the
automated identification feature, specifically CI1S-1Ss. In
addition, a comparison between the automated and manual
systems was also proposed. The analysis thus far has
evaluated an automated system based on the measures of
accuracy, capability, and identification time. The question
remains: does this projected automated system (C1S-1SS) do a
better job tnan the current (manual) system? Table XII lists

the ftactor levels to be used in this comparison.

Table XI1. Comparison Factors.

Cl1S-18S ~anual
Factor
! Capability 29 6%
Accuracy 99% 903
ID Time 10 sec 112 sec
100
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Using Wilcox's nethod, mentioned earlicer in Cnapter 2,
the two systems were compared [wilcox, 1485:453-54]. Jdsing
an initial 10 runs for the manual system, a mean of 35.%
hostile penetrators made it through the air defense zone.
This is 12.36% of the total number of hostiles (33.6 /
(320*.90)) available. It was hypothesized that if the CIS-ISS
could reduce the percentage to 6% (half the manual) the
system would be selected over the manual systen. If the
automated system was not as good as the manual system we
would prefer the manual, and we would be indifferent for any
performance between these two values. Specifically, select
manual if the number through is greater than 36 (35.6) and
select tne automated if the number is less than 17 (17.28).
If the number is between 17 and 36 the decision maker would
be indifferent to the new system and would remain with the
standard. Thus 4% = 9.5, and the midpoint of the
indifference zone is 26.5. [If the final automated mean minus
the manual mean is less than d* the test says to selecet the
manual system, and if the difference is Ireater than d*
sclect the automated system.

Using the initial number of runs as 10, the mcan of the
automated system is 38 and the manual is 35.5 with sample
variances of 4 and 7.305. The 'h' value for a probability of
Y535 correct decision is 2.1 [wilcox, 1983:47}. 'The
calculated number of samples needed is 1u and 10.21 for

automated and manual respectively. The formulas used to
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calculate the numver of sanpjles are listed velow. g s the

number of runs required for the automated systems. i, is the

number of runs required for the manual systemn.

N, = max [10, (2.61/9.5)2%(4)2]

Ng = max [10, 2.6]

=
i

No = max [10, (2.61/9.5)2%(7.805)2%]

- r
-z
1}

max [10, 10.21]

Therefore an additional sample was taken for the manual
system and the new mean was 35.8. Since the difference was
less than 9.5 (38 - 35.8 = 2.2), this test indicates that we

should not select the automated system (as modeled).

Summary

This chapter has described the analysis of the results
from the experimental design. While in some instances, the
results were not as expected, they were understandable upon
closer examination. The final analysis showed that a sinsle
ID processor as modeled is not adequate for identification
purposes. Duec to the backlog that occurs in both the
automated and manual systems therc were no significant
operational diffcrences between the two systems as modeled.
In addition, the model sensitive to the enemy tactics

employed while indifferent to the friendly tactics employed.
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Chapter VI will containavrief suwmary of tne thesis, a

restatement of the conclusions and

include the authors'

recommendations and sugsestions for further study.
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VI. Conclusions and lecommendations

Summary

In order to provide a framework for the conclusions and
recommendations contained in this final chapter, a summary of
the purpose, assumptions, scenario and the methodology will
he presented.

Purpose. The goal of this thesis was to examine the
range of working parameters required in the combat
identification system - indirect subsystem (CIS-1SS) to
prevent backlogs under simulated combat conditions in the
control and reportiny center (CRC). The model was analyzed
to investigate the interactions petween the different
parameters used in the CIS-1SS.

Assumptions. Three major assumptions were used in

modeling the CIS-ISS:

1. the identification sensor and supportiny radars were
collocated with approximately the same coverage.

2. the identification function would remain at the CRC
movement and identification section (a man in the loop)
with centralized inputs from all other radars and
identification sensors.

3. the most stressful test of the CIS-ISS would be the

employment of the TACS usins a central Kuropean type
scenario.

Scenario. The simulated test environment was a CuC

usinyg three CAP points using three squadrons of F-15s. The
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Lt 3

2 modeled controled 4 Jdawk batteries witn a total of 72 missiles

ready to fire. The threat consisted of 32J penetrators flying

in flignts of 4 with 15 second spacingy. The penetrators ;
arrived along 8 separate paths. [en percent of the penetrators

were identified friendly and the remaining ones were hostile.

See Figure 1o for a representation of the modeled air defense

Zone.

lethodologyy. Simulation was selected to test the

parameters for the CIS-I18S. The simulation model used was

the transient air defense zone (TADZ) model provided by

Foreizn Technology Division (FID). It was modified to use

identification codes, conduct identification intercepts and

to selectively not prosecute penetrators based on the

identification codes. Tnhree parameters were used to model

the CIS-1SS: capability (the percent of unknowns), accuracy

(percent correct), and time to identify (how lony the

identification process takes). The three parameters were

each tested at three factor levels and a 33 analysis of

variance test was performed. Two measures of merit were ‘

used, total number of successful penetrators throuzh the air

defense zone and number of friendlies destroyed (fratricide).
The analysis of variance (ANCVA) showed tnat the

significant factors for the first imeasure of merit, thne

number of successful penetrators, were accuracy and '

identification time. Capability was not significant at the
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levels tested due to the small nunmber of friendly unknowns

modeled in the seecnario. Accuracy was a sirnificant factor

and as accuracy increased, the total numver of successful

penetrators and fratricides decrebhsed. Identification time

R

(ID) time was also significant. lowever, the effect was the

: opposite of what was anticipated. The number of successful

penetrators decreased as ID time increased. [i> time was not *
b significant for fratricides.

Sensitivity tests conducted on variations in the X

PPy

penetration tactics were all significant indicating that the
model! is sensitive to changes in spacing between flights,
size of the flights, and the paths flown. For this reason
the conclusions presented are dependent on the scenario
tested and should not bLe extrapolated beyond the threat
tested in the model. Sensitivity tests on fricndly tactics
shoved that the model was insensitive to changes in the

comvat air patrol (CAP) locations (forward positions) and

’ sensitive to the number of simultaneous surface to air
g missile (SAM) intercepts. The greater the number of
) simultaneous intercepts allowed, the worse the system as a
f: : whole performed.
i ) Conclusions
An analysis of the CIS-ISS/CRC as modeled led to the

. following two conclusions. First, the single centralized

: C1S-1SS processor desired by the operational users may not be
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feasiole. 3Sccondly, the use of "time to 2" as an

7 v e 5T

operational parameter miay nolt ve an adequate .1easure. inese

tvo points will Le discussed in tne following paragraphs. :

. ClS-1SS Overload. Tnhe examination of model output N
showed that tne reason for the oppositeeffect of 1D lime was :

because the identification processor was creatiny a backlog ;

) in messaze processing within the CRC. Wwhen the nodeled CIS- ?
ISS begins to backlor, rather than let penetrators through :

‘ without processing, the CRC defaults to an 'autonomous mode' N
where each ‘lfawk site and CAP point attempts to prosecute ?

every penetrator within its assizned area of responsibility ;

without awaiting an identification code. The longer the ID :

times, the sooner the system went into the default mode. The ;

quicker the systenm enters the 'autonomous mode' the more :
penetrators are destroyed. [In the autonomous mode, dual f
engarement of the same penetrator by two different SA'ls or E

firhters may occur. T[hus an increase in number of prosccutor it

servers causes poorer performance (more dual conflicts). =

Even at the fustest processing time modeled for the Cls- S

ISS (1V0 seconds per i) the system backlogs. The CIS-IS8S, as f

. modeled with a single central processor, can not nandle the X
threat load presented. An simple queueing analysis of the arrival i

and scrvice times also indicated the CIS-ISS would vacKklozr. ?

' A simplified quecuing system of the thesis scenario can e 5
visualized as shown in Figure 17. Several assumptions were i

made reduce the system to this simple queuinsy system. First, %
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the eight penetrator paths were assumed to present a single

«(queue or customer population. \ssuming that the C15-133
#ould identify the penetrator flizhts as a whole rather than
as individual aircraft, the number of tracks or customers is
reduced to 80 arrivals over a time span of approximately 2.5
minutes. This assumption yields an arrival rate,k, of one
penetrator every ? seconds. 'laking the assumption that the
CIS-13S is a single server with a service time,}l , of one
every 1U seconds, the utilization factor,}O , for this
queuing system would equal 5 (10 divided by 2). An intuitive
conclusion at this point would indicate that this system
cannot possibly work when the customers are arriving 3 times
faster than they can be served. [n analytical terms, such a
queuing system cannot rcach "steady state” unless the
utilization factor is less than one [Hillier and Lieberman,
1980:417]).

In order to follow through with some simple analytical
calculations, several further adjustments would have to ve
made. Two solutions are immediantely evident. The first
#ould be to to insist ona CIS-1SS service time of much less
than 10 seconds, a minimuam value of 1.73 seconds would be
recquired for the sitaiplified system mentioned earlier. A two
second response time identification response rate does not
seam fecasible, especially with the requirement for a man "in

the loop."” To verify that a one second response rate would

110



A
@
.\:c
'i -
ease tne odel wvas run with a one sccond CIs5-135 respons? .
(.-
time. At the faster response rate the 1&] section did not
b
bacKloy. Illowever, a backloyg did occur in the weapons oS
DS
. assignment section for the selection of air defense assets o
v .
v
{(SA'Is). It should be noted that the tiine used to model tne
»
D".
. decision time for the SA!ls (536 seconds) was based on the o
Eglin test data (a limited scenario) and may not be a valid r$
3
response time for a hirher threat environment.
[ .’\
A second approach to enable an increased CIS-ISS e
S
response rate would be to increase the number of servers to -;
effecetively decrease the averare service time of the system.
In the scenario deseribed in this study, installins the CIS~- )
L)
ISS at each radar site would approach tne required number of o
servers. This distributed CIS-I1SS »nroposal would require the i
user to deveclop a change in the operational concept for a single .
-
'
centralized air space manager responsible for identification. f:
3
. « . .
I'he success of both of the previoulsy meationed solutions, ]
one seecond responsc time and mnultiple servers, are predicated 24
o -
=
on reducin; the utilization factor to less than one. $}
A
he arrival ratec in the used in the model has veen o
dictated by what the authors believe to be a reasonable ﬁﬁ
g "norst case” scenario dJerived from the unclassified f}
L
L 4
literature. Perhaps a simple study usingy the actual _
-
tntelligyence estimates of the threat would resolve the issue E
)
’
of wmnether or not the CIS-1SS can keep up with the expected N
C.

load in an actual confiict. This simple queuine analysis,
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even thourh at a cursory level, does provide 1onsignt 1nato
this backlog provlem. The utilization rate of the "systen”
as a #hole must be reduced to inecrcase the efficiency of the
systemn. The central single processor for the Cl>5-158
cannot "do the job"™ in the environment inwhich it w#ill be
expected to perform - as it was nodeled ia this tnesis.

D Tince as a Factor. The use of identification

processinz speed as a CIS8-135 parameter aay not e valid. |t

may not preserve the indep-~ndence bdetwcen tactical decisions

to employ assets and the time to identif{y the penetrators,
Tnis same point was made by Major iless (German Air Force
[3AF), Brockzetel), a master controller--the equivalent of a
WwAY)/Senior birector in the TACS., :lajor less suzJested that

in a combat situation, the amount of time (per se)
needed to accomplish an I was a less valid reasure

than the ability to have an unknown aireraft identified
before it flewout of the effective engagement zone of »
weapons system (e.;., surface-to-are missiles). 'The
ingredients contained in the ireasure allude to the
interrelautionship between parameters inside/outsicde the
system boundaries that must be considered when dealing
with gqeasures of syrtem performance. Straight neasures
of timeliness/accuracy appear meaningless unless woven
into the context of intejrated air defense operations.
[Preidis and Spaeth, 1933:3]"

lecommendations

Listributed CIS-1SS. Due to the saturation of the ('IS-

I[SS as modeled, it is recominended that a further study be
conducted to model a effect of a distributed identification

function at ecach CIS-1S88 sensor versces the central processor

. “ oo -
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gesired Dy the operational users, 'he study snould scex to

analyze tne benefits and trade~-offs to distridbuting the

identification brocess verses the current stated operational
. requirements for a centralized configuration.

xpanded Test Data. The distrihutions and times used in

this study were based on limited sample data from a simple
scenario enployed in the ‘May 19835 Eglin test. Additional
analysis on the more expanded tests conducted in Europe
should be used to test and validate the assumptions on the
distributions used in this model.

Scelective Prosecution. A study should be conducted

asing a sclective proseccution basced on identification of

aircraft type and mission. For example, what benefits can be

derived from prosecuting ground attack aircraft while
not prosecuting hostile penetrating air-to-air fijhters?

eview the TADZ/SLA'Il Model. During the process of

modifyingy TADZ to implement the changes required, several

- problems were encountercd in tryiny to compilce and link the
.

. . . L . .

¥ provided source code. In particular the original simulation
o

lan;uaye for alternative modeling (SLA') sourcce code provided

0

could not Le recompiled and linked without errors. ‘While the

N compiled SLAT object file did exceute satisfactorly with the
aodified TADZ objecet file, occasional unexplainable runtime
errors did occur. Since the [ADZ code did require conplete

N recompilation to run on the VAAN/V .S 11-735 (the code was
developed on a VAX/VAIS 11-780), it is not known whether the

2
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aro2len was dae to tae largje sJ stem operalinyi re:uirericats
(that approaches the systenn liaits for a VAN 11-7383), tae
ditferences between the conmputer systems or possivle coding

oroblems. This issue should be resolved to maintain the

validity of tne TADZ model and its decumentation in future

applications.
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f ctaff officer at the Tacticel ARir Forcee Interoperabilaity
‘é Group (TAFIGY. Headguarters Tact:cal Air Commard. Langle,
ﬁ' AFE., \Virginia. At Langley he served ac Chief. Tacticel
;ﬁ Syvetem Branch and was i1ncstrumental 1n publicshirng the
g operationse concept for the ground attazl control centes and
‘3 proguc:ng the Facific Air Forcee Tactical Air Ccortrcl Syetem
E: Command and Control Improvemente Flan. He cserved at TAFIG
E . until entering the Air Force Instaitute ot Technclogy., 11n
N - Augucst 1984. Ma, or MacFarlene also has an MEBA from Golden
Gate Univercsity, San Fransicsceo, California.

» Fermanent Addrecce: 14797 Deley Lane

Woodbr 1dge, VA TIU1CGT
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Captain D. Michael MchBuire was born on 26 March 1935 in
Bellefonte, Pennsylvania. he graduated from high school in
Towanda, Fennsylvania, in 1972 and attended the United States
Air Force Academy from which he received a Bachelor of
Science degree in Civil Engineering and direct commission in
the USAF in 1977. After completing navigator training and
F-111 upgrade training. he was assigned to the 494 Tactical
Fighter Sqguadrorn, RAF Lakenheath, England in 1978. While in
England, he served as an F-111 instructor weapons systems
officer (IWSO), a standardization evaluation officer, and a
scheduling officer. In 1981, Captain McbGuire was reassigned
to the 289 Tactical Fighter Training Squadron as an IWSO,
and the assistant chief of scheduling. He served the ZBPth
in these capacities until entering the School of Engineering,

Air Force Institute of Technology. in August 1984,

Fermanent address: R.D. Z, Box 495

Towanda. Fennsylvania 18848
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AFFENDIX A: TADZ CODE CHAMGES

This appendix contains the changed FORTRAN =su

Lr
3
i)
t
e
3
[hi}
n

1

. that require medification and recompiled. The ac«lal Z=an

LAl TR
that zarz ~sguirsd ino 2agh Filg zrz2 orzcsscsd o TR R T amm
~ thern comments to explain the ¢ode changes. Exzept for the
.
-
. charges to SERVTIME.FOR which zarm e found in the til2
.
Yy
- oy . . . . . R
. USERFLFOR, 211 reguirs the addition of the FENIDENT.IMNT in
o the common block definitions. The only zhangse o UEERF FIR
. 1 to change the first service time $vrom a umni<corm tz an
\: )
~ exporential distribution.
.y
" After the code chanmges have ceen made to “hae zubrouhicss
w
*'
X The individual routines need t2 Le recompiled irntz the TADRE
b
< obj=2ct libraries provided on the TaADI tacs=, TRl Zar oz
i)
o azzomelished using the "RES subroutine,fzv" command, Ty s
-
$. commanrd, ard all other caommands nermtioned 1nm 2-is orizs a-o
-,
)
*. Sl e Wal=ts B S et e TLTT rmieo@
N ocroviosd 1rn w1 mms TATI mane.
o ¥ty al mwmer SmITnollEa.
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(Fage A-4: The idertificaticn probab:l:

T

zortained at the end of this file are zumulative

. protagilit=2s., The actual prcbabilitizs fo

Figur=z 2 zZan b= found by taking the Jifrerences between
successive orobkabilities,
-
SHORTFEIZE.ECR and LONGEIRE.FORE  (Fage A-% anz A-130
!
Th2se zode2 changes are explained in Chapter IV and are no
-

CCMATCH.FCR  (Fage

St 2

zhangs n the number of COFI will vraguirs recompllatid
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TYIS COMMON BLOCY MUST FOLLTN AFTER 'CARAMETED,DIN’
83 TUAT FILE IONTAING THE DETINITION OF THE VALUE FIR
NAX _NUM_PENETRATIRE

Lo IO I wr IRCRE B o IR O §

CCMMCN /PIDTAB/PEN ITENT(MAX _MUM_ENETRATORS)

L9 ]

REAL PEN IDENT

SENETRATIR IZENTITY STATUS TABLE

~anp v :‘:"'V.AL
wa e e My -

UNKNCAN HCSTILE
UNKNZWN FRIENDLY
HCSTILE HOSTILE
HOSTILE FRIENDLY
FRIENDLY HESTILE
FRIENDLY CRIENDLY
DELIEERATE NCNE SROSECUTICN
FRIENDLY ORIGINAL UNKNCWN

WU =4 O = (3 D3 e

-
-
ol
19
-
-
-
-
n
-
-
-
I
-
-
-
r
-
-
-
~
f
v

Y
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grrooegooocootererrecoooatLeIorooooeceeTarreooooeateooreoorooLoaLLrerioecece
c PEXINT

c TPENINT® INITIALIZES THE PENETRATOR TABLES FOR USE IN THE DYNAMIC

- SEEMENT QF THE SIMULATIDN,

C

C ALPUQTZEM, INC,
geoegeeceroooreeccoeerraceroatteecceecreerceecceecceeeecocegeooreccooereneiectt

(39

€Y ¢33 €

-
-
-
-

[aw IR S0 ]

L]

LI Y Y LD O

[ I o I S B o ¥

’

SLBRCUTINE 2ENINT
IMPLIZIT NONE
FRRRASBLARCIRRRSNSRNETT  INCLUDE COMMON BLOCKS  SRSSussssssssessssnsss

INCLUDE "DCO:PARAMETES,DIN
INCLUDE "2C0:SYSLIMITS, PRN
INCLUTE *DC2:PENTIM, BRM
INILUDE "3C0:PENST, PR
INCLUDE * 2C0:WRUEAD. PRM’
INILUDE CTOCQ:PATHPEN BLK?
INCLUGDE "D2CO:PENS,IND
INCLUDE "DCO:PENTABLE, INCY
*DLOEVENTS. IND

INCLUDE
s8¢ COMMON RLOCK ADDED FOR ID SEATURE
INCLUDE " DLO:PENIZENT.IND
PERRENBRORIBORARRRE EXTERNAL CUNCTIONS SEFERENCED ¥ssgatsdssssastanesy
REAL ENTRY _TIME
TIME 3 FENETEATCR ENTERS TME CEGIDN CF =ESRINSIBILITY IF
4 SVETEM NIDE,
$¥ FUNCTION ADDED FIR ID FEATURE

REAL UNFEM
A RGNDEM 73 TC ZETIEMINE THE 12 I

[y

TRRRCRRRNRRLANRRIANL  _CUAL JARIAPLE DEFINITIING tasnmisnesstessrssasts

INTEZER !

......

TTINER T
PYL et =ta )

" e -
20 LITE INDEX
[N"EEE% 138 sanu
SINETRATIC ELTR IT TURERENT SENETRLTTR
oIz ign -viz
: b Tvez
TVET TF THAT BEYETIATOR
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LCEICAL FOUND
HAS THAT TYPE OF FENETRATCR ALREADY BEEN SEEN ALING THIS PATH?

ACDED FOR ID FEATURE

REAL  1D_PND_UAR
VARIABLE 7O USE WITH 1D COJE

SERRERTREARRRANRARINNANLS EXECUTABLE CODE  SORRRSERRASISSIIRRLNLILALLL

FOR ALL BATHE, IERO CUT THE NUMBER OF PENETRATCR TYPES

..

=1, NFATHE]

1_7.‘s= <OR_ATH(1)=0

D0 =1, MAX_NUM_PEN TY®ES
vees FOR PATH(I 1)<0

ENDDO

501 L YAX MM PENETRATIRS
20 1= 1. NN EN TABLE ENTRIES
pEN TABLE (1, 3 = 0.0
g '
ENDIC

IMITIALIZE THE SENETRATCR TABLE, AND ESTABLISH THE SLCLK PATHPEN,
WHIZH STORES ALL TYPES JF DPENETREATORS THAT MAY COME DOWN A GIVEN PATH,

DC I = 1, NUMPEN

FEN_TABLE (I, EXISTENCE) = TRUE

TEN_TABLE (I, PENETRATRR_TYPE} = PEN_TYP (1)

PEN_TABLE (I, PENETRATOR_PATH) = PEN PATY (1)
BEN_TABLE {I, SYI_ENTRV) = ENTRY TIME (I, 22, D)

THE SYSTEM ENTRY TIMC 1S CET TG THE TIME OF THE FIRST EVENT IN
THE FENCTRRATIR'C EVENT TALEMDAR, WHITM IS TVPIZALLY ENTRY INTQ
EIME BADAR CCYERA3E ITNE,
FE; oV E‘.‘T(' =0
°EN d YP2INT D)=
p:.] que—vcv\-r\
I3 lxi e TveE

FEY_JBFMEAD (T, I} =0EN ICWES(EEY TverT )

bl
b alek

i
INITIALIIE TUE MUMBER IF I0°C AFTZIR THE CENETRATIR

N DY AFTER REN(IN=0

=
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¥
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0 C  PGSSIBLY ADD 7O THE LIST OF PENETRATIR TVOES ALONG A SIVEN PATH,
. CURR_PATH = PEN PATH (1)
A URR_TYPE = PEN_TYP (I)
e FOUND = ,FALSE.
R IF (N_TYSES_FCR_PATH (CURR_PATH) LBT. 0) THEN
4 20 J = 1, N_TYPES_FOR_PATH (CURR_PATH)
IF (TYPES_FOR_°ATH (CURR PATH, J) .£8,
S ! CURR_TYPE) THEN
S FOUND = . TRUE.
N ENDIF
2 ENDDO
v ENDIF
) . IF (. NOT. FOUND) THEN
. N_TYPES_FOR_PATH (CURR_PATH) =
2 ! N_TYPES FOR_PATA (CURR_PATH) + |
- TYPES_FOR_PATH (CURR_PATH, N_TYPES_FOR_PATH
" ! (CURR_PATH)) = CURR_TYPE
) ENDIF
- C  CLEAR ECM TABLES
. DO J = 1, MAX_JAMMED SITES
- OEN_EC (I, J) = 0
ENDDO
] c
. ENDDO
‘ :
;I Csss  CODE ADDED TO INITIALIZE THE PENETRATCR ID CODES
», £
c
. DO I = 1, MAX_NUM_FENETRATCRS
. »
.. ID_RND VAR = UNFRM(0.,1.,5)
- IF (ID_RND_VAR .LE. 0,018) THEN
- PEN_IDENT(D) = |
v ELSEIF (1D RND VAR .LE., 0.02) THEN
N EN_IDENT(I) = 2
o ELSEIF (1D END VAR (LE. 0.020C8) THEN
2 SEN IDENTID) = 3
ELSEIF (1D RND VAR ,LE. 0,85415) TMEN
] SEN_IDENTII) = 4
. ELSEIF (1D SND VAR LE, 0,95118) THEN
< SEN_IDENTID) = §
- ELSEIF /1D ND VAR ,LE, 1.0} THEN
p SEN IDENTII) = 6
‘ ENDIF
< ENCIC
. -
\‘.
\ A=
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:l
:
i
B AR ARAN SN DN BA AR NN SHN BN R AR R NN N AN NN BANAAN AN AN RO KRN D AR ARSI
x“ :
L SHORT FIRE
N c
N C  SUBROUTINE 'SHORT_FIRE’ SIMULATES THE SHORT RANGE PORTION OF
N T THE MISSION.
N c
o C  ALPHATECH, INC.
S AIR FORCE CONTRACT F33457-81-C-2150

N c
I BB R AN DR ARAA SRR S AN AR AAR AN N AN BN AN AN N KRN RB SRR ARRN AR AR NS RAA DA
. z
R SUSROUTINE SHORT FIRE (TIME, OEN, COIP, PACKED UCLASS, UITEN,
h y SUB_F_REQ,N_NEN_F_REG,NEW_MODEL REQ,
| . % NEW_F_REQ,NEN_SUB_F_RER,T_NEW_F_RED)
~; IMPLICIT NONE
" £
Q C FxeeRasR Rt aRaeeexy INCLUDE COMMON BLOCKS Sessasssssesasastsasssness
~ s
‘ INCLLDE *C0:PARAMETER, DIW

INCLUCE *DC0:EXECUTIVE, DIN’
- INCLUDE *DCO:STATUSHAM, DIN
¥ NCLUDE *C0:COINIT.PRN?

\ INCLUDE DCO:PENSILPRN’
INCLUDE *DCO:WEPARA,PRN’
INCLUDE *DCO:COUNIT.INC?

% INCLUDE " DCO:PENS. INC’

;3 Cagg COMMCN BLCCX ADDED FOR ID FEATURE
L2 b

DICLUTE *BCO:PENIDENT. INC’

™ c SASRRTSRERARLALRRILNE INPLT VARIARLE CEFINITICNS SS8388888000n888882sss
-~ ”

N REAL TINE

) : CURRENT TIME

INTERER BN

O : PENETRATOR MUMBER

- INTESER  COIP

- § 0 INDEX

. Ilr",::' ar‘ /En [vf' 1cs

™ : UNIT ZLAZS

* INTEGER  L'ITEM

i~ : INIT ITEM INDEY

x [NTIER CUB_© %3

- : Sup FUMCTION REJUEST IDENTIFIER

. INTESER N MEW F_OED

¥ b NUMEES OF SUBSEJUENT FUNCTIIN REQUESTS

) INTEEER NEW_MODEL FED(MAY_INTERFA(E SI7E)

,« : 'F'ﬁ "Q“\t' EE"lyE"S

s INTEIER NEW _F_IEQ(MAX_INTERFA(E 217

oA .

Cd

' d

G A-E
2
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THE NEW FUNCTION REGUESTS

INTESER NEW_SUB_F_REQ(MAX_INTERFACE SIZE)
THE NEW SUBFUNCTION REQUESTS
REAL  T_NEW_F_SEQ(MAX_INTERFACE_SIZE)
THE SCHEDULING TINE OF THE NEW FUNCTION REOLEST

FRRERRRRRRRRRRNISSRLNRL LOCAL VARIABLE DEFINITICNS BESssssnassassasssssns

CHARACTERS4 REPCRT

STATUS ON SHOTS TAKEN BY PROSECUTOR
REAL  TNEXT

NEXT ITERATION TIME
REAL P_gFIED

PENETRATOR SPEED
CHARACTERS4 STATUS

MISSION STATUS AT BUTPUT
REAL  VCRUISE

CRLISE SPEED
REAL  TURN

UNIT TURN RATE
REAL  FLEL TD_PASE

FUEL NEEDED TQ GET TO BASE
REAL  RESID_FUEL

RESIDUAL FUEL
REAL  URN

UNIFORM RANDOM MUMBER
REAL  T_ORIENT

ORIENTATION TINE
REAL  RANGE

INTERCEPT RANGE

FEAL ASPECT

ASPECT ANGLE
REAL Vi

HARKEAD SPEED
REAL 3.4

KILL PROBABILITY
REAL DIST
DISTANCE 70 BAEE

REAL SUMK_PYELD)
PEMETRATOR VELICITY -- NEVER USED HERE
FEAL PRNCIRS
INTT PRSITION
[NTEZER  oTvE
FENETRATOR TVPE
INTZEER  UNPECYWED LCLAES

UNIT TYPE TNDEY
LCEICAL  ©EN FIRE
SENETRATIR FIRE FLAG
LIGITAL WERBGN FCUND
DD WABHEAD LICATE A WEAPON?
LCGICAL  NCNE
WEAPING USED FLAG

DT S T T O S PR .. o L -
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e
'l
B LOSICAL  WILL
’ : SUCCESSFUL KILL FLAG
REAL TEXER]
Y c TIME OF PENETRATOR SEOGRAPHIC EXIT FRON THE BESICN
N SHARACTERS (UNIT_CLASS_STRING_LENGTH) P_UCLASS STRING
>, c THE TEXT <ORM OF UNIT CLASS
~4 °
A C EERRRRRRRRAsssLt EXTERNAL FUNCTIONS REFERENCED EXBassssressssrisssss
< REAL UNFRM
N : RETURNS UNIFORM RANDOM VARIABLE
- REAL oEN ¢ILL

RETURNS PENETRATIR KILL
B, REAL NEAREST _SASE

L

)
4
JAIL
Ca

. : RETURNS NEAREST BASE DISTANCE
v INTESER P TYeE
> p RETURNS PENETRATOR TYPE
- REAL EXIT_TIME
o p THE EXIT FROM A RESION FUNCTION
D LCGICAL TRACE ON
> TRACE ON FLAG
2 CHARACTERAZ2 DESCRIBE_STATUS
" : CONVERTS INTERNAL STATUS INT STRING FOR QUTRUT

w2 CHARACTERS (UNTT_CLASS_STRING_LENGTH) UNIT_CLASS_STRING
F

‘_; : THE FUNCTION THAT ASSIGNS P_UCLASS_STRING
C
C SESRSSRESBERERSRRNRESRRS EXECUTABLE CODE EXXSRERLTRALITALLITLLLLLNLILINY
I 3
) D IF (TRACE_IN (1) THEN
g 3 4RITE (TRACEFILE, 1) *
7 D WRITE (TPACEFILE, §) *INPUT VARIABLES FCR SUSRCUTINE °,
T+ SHORT_FIRE’
a 3 WRITE (TRACEFILE, 1) PTINE’ TINE
- 5 WRITE (TEACEFILE, #) *PENETRATIR’,PEN
N D WRITE (TRACEFILE, K) 'CURRENT CO’,C0IP
. 3 ©_ULASS_STRING = UNIT_CLASS_STRING(COIF,PACKED UZLASS,
XS D+ PACKED)
. 3 WRITE (TRACEFILE, 8} *UNIT CLASS’, P_UCLASS_STRING,
S . Dos PUNIT 1TEW’,U1TEM
- D ENIF
A r
f TEAERT=E41T_"INE(FEN,C0, 018!
> SEEIRTZNINE_3TATUS
UNFACKED UCLASS = CO_UNIT_TYPES (COIP, PACYED UCLACS:
e :
N C  GET GENETPATLE TVEE
~ ‘ 3
o prve = o Tyseecy)
o
C CET TURN SATE
2 :
,’: TUPI‘ = T“Q\l -HT-I”N [$1] lE ACC‘
4
"
<.
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SET SPEED
VCRUISE = CRUISE SPEED(UNPACKED UCLASS)
SET POSITICN

CALL UNIT _KINEM(TI¥E,COIP,PACKED UCLASS,UITEM,UPSS)
DIST = NEAREST_BASE!COIP,UPCS)

FUEL TO SASE = DIST/VCRUICE

SESID_FUEL = (FUEL T DASE « PI/TURN) 8

REFORT SESULTS SO FAR IF TRACE IS5 ACTIVATED

IF (TRACE_ON 1)) THEN
WRITE {TRACEFILE, ¥) 'PENETRATOR TYPE’ PTYP
WRITE (TRACEFILE, &) °FI CRUISE SPEED’, VCRUISE
WRITE (TRACEFILE, #) "UNIT POSITION’,UPOS
ARITE (TRACEFILE, #) 'DIST TQ BASE’,DIST
WRITE (TRACEFILE, ) 'FUEL TO BASE’,FUEL_TO_BASE
WRITE (TRACEFILE, ¥) ’RESIDUAL FUEL’,RESID FUEL
ENDIF

EET REFERENCE
CALL SET_REF(TIME,UPCS,COIP,PACKED UCLASS,UITEM)

REFGRE ALLCWING FOR ATTRITION DETERMINE IF UNKNWONN
INTERCEPTS ARE FRIENDLY OR HOSTILE
LCDE ADDED FOR IDENTIFICATION INTERCEPT

IF UNKNOWN FRIENDLY THEN SET STATUS TO
MIES_STATUS 7O FREE CO AND CHANGE ID 70
CCDE (8) TO SREVENT FUTURE PROSECUTION

IF {PEN_IDENT (PEN) ,EG, Z ) THEN
TNEXT = TIME
STATUE = MISS_STATUS
PEN_IDENT(DCH) =3
&0 TC 220

NDIF

£4D CCDE FOR IDENTIFICATIZN INTERCEPT

ACCOUNT EPR ATTRITION

U“‘ = NFEMI0,,1.,2)
F {URN .GT. 0.5) THEN
PEN_FIRE = ,TRUE,
ot SC

PEN_FIR€ = ,TALIE,

A=11

MRS LY s'*.f\ AN SRR

. '-,;4? Ve ‘;'\\'.‘«'._

CRUIEE_TO _FIEHT (UNPACKED UCLAS

)
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.
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LY
ENDIF :
C  PENETRATCR FIRES FIRST
IF (PEN_FIRE) THEN
. PK = PEN_KILL (PTYP,UNPACKED UCLASS)
CALL SIM_ENG(PX,XILL) "
1 IF (TRACE_ON ()) THEN
D WRITE (TRACEFILE, $) ’PENETRATOR FIRING FIRST AT FI’ ,
D WRITE (TRACEFILE, 1) 'PK’,PK :
. ) WRITE {TRACEFILE, 8) 'FI KILLED?', KILL ;
) ENDIF :
IF 'vril) TuEN :
AL WEA_DEAD!TINE,COIP, PACKED_UCLASS,UITEM)
- TNEXT = TINE :
IF (UNIT_STAT {COIP, PACKED UCLASS, UITEM) \
+ .EQ. UNIT_DEAD STATUS) THEN o
STATUS = UNIT_DEAD_STATUS X
50 70 200
ENDIF
ENDIF
ENDIF :
C  FI ATTACKS N
z "
REPCRT= FIRE STATUS '
RANGE = 0 .
L COMPUTE ASPECT ANGLE -
ASPECT = UNFRM{O,,P1,5) .
C  GET WARMEAD AMD SIMULATE ENBAEEMENT GUTCOME
CALL WARHEAD (COIP, PACKED 'CLASS, UITEM, PTYP, OANGE, ASPECT, g
+ JTRUE., VWH, PK, WEAPON FOUND, NONE) 4
IF (.NGT. WEAPCN_FOUND) THEN
R ARITE (ERROR CILE, §) 'ERROR IN SHORT FIRE’ s
WRITE {ERRR ZILE, 1) "WARMEAD D1D MOT LTCATE A WEAPON’ )
TALL UERR (FATAL) »
ENDIF [
z ™~
* £ 15 UT OF WEARTNS, THEN SETURM TO EASE
IFiNOME) TuEN X
UNIT_STATICOTP,PACYED UCLASS,UITEM = BASE STATUS N
SNDIF N
CALL SIM_SNGIBK,¥ILL)
D IF (TRACEIN G) THEN
9 WRITE (TRACESILE, §) °F1 ATTACKS’
[ )

. -J.-u \s'w'ﬁ..‘-_.‘-..\ .\'.‘-., - . - .._ \ -.'_\-’.".\;' L L '_.,'"...'-._-.'._ - ' = .', ,‘_‘.. - _, B S _."’
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e o

WRITE (TRACEFILE, 8) 'WARHEAD SPEED’, VNH

WRITE (TRACEFILE, #) ’SALVD PK’,PK

WRITE (TRACEFILE, 8) PENETRATOR KILLED?’. KILL

WRITE (TRACEFILE, 8) *WEAPONS DEPLETED’, NONE
ENDIF

PENETRATCR DESTROYED

[ B e I o B — N — o O — I = ]

IF (KILL) THEN

()

. TNEXT = TINE
STATUS = DEAD_STATLS
N B0 T2 200

IF MISSED CHECX FUEL AND LPDATE DESTINATICN

L 4
[ 2 ov BN S0

ELSE IF (FLEL _RICOIP,PACKED UCLASS UITEM) ,BE. RESID FUEL) THEN

IF ND WEAPCONS SEND 70 BASE

Lo 2 o B 40 )

IF (NONE) THEN
I (TRACE_ON {)) THEN
WRITE (TRACEFILE, &) "F1 CUT OF WEAPONS, ’,
’RETURN TQ BASE’

© O o e
+

ENDIF
TNEXT = TINE
STATUS = BASE_STATUS
UNIT_STAT(COIP, PACKED_UCLASS,UITEM)= BASE_STATUS
&0 T0 200
ENDIF

CHECK FENETRATOR SPEED

L9 I o B O |

P_SPEEY) = OEN_SPEZD(PEN_TYP(PEN)!

INFERSIBLE

LSF I o B o |

IF (P _SPEED ,&T. DASH_SPEED(UNPACKED YCLASS)! THEN
- TNEXT = TINE
STATUS = M1S5_STATUS
0 TC 200
- ENDIF

FEASIELE FIF REENGAGEMENT

L3 I o BRI

STATUS = SHORT _STATUS

[ or BRI

CCMPUTE JRIENTATICN TIME

2

UNFaM:0, ,PL1.2)
ENT = LRN/TURN

URN =
TRl
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X
R c SET UNIT AT PENETRATCR
B TNEXT = TINE + T _ORIENT
) TALL PEN_KINEM(TNEXT,PEN,UPOS, JUNK_PVEL)
. g
I c UPDATE DESTINATION
A ¢
> CALL SET_DES(TNEXT,UPOS,COIP,PACKED UCLASS,UITEM)
»
A C  NOT ENOUGH FUEL TO REENGAGE
N c
! ELSE
o P
L C GET UP THE CONTROL'ER SELEASE AND SETURN TO BASE
~ TNEXT = TIME
v, UNIT_STAT(COIP,PAC/ED_UCLASS,UITEM)= BRSE_STATUS
- STATUS = BASE_STATUS
7, G0 TO 200
: ENDIF
L¢ C  PENETRATOR FIRES SECOND
o ~n
Z§ IF (.NOT. PEN_FIRE} THEN
- oK = PEN_KILL (PTYP,PACKED_UCLASS)
CALL SIM_ENG(FX,KILL)
D IF (TRACE_ON ()) THEN
v D WRITE (TRACEFILE, ¥) ’PENETRATOR FIRING SECIND AT FI’
- D WRITE (TRACEFILE, ®) 'PK’,PK
> D WRITE (TRACEFILE, ®) 'KILL OF F1 BY PENETRATOR’,KILL
5 D ENCIF
: IF (KILL) THEN
. CALL WEA_DEAD(TINE,COIP,PACKED UCLASS,UITEM)
& TNEXT = TIME
-3 IF (UNIT_STAT (COIP,PACKED UCLASS,UITEM) |EQ.
- s UNIT_DEAD_STATUS) THEN
e STATUS = UNIT_DEAD_STATUS
i 30 TO 200
" . ENDIF
N ENDIF
. ENDI®
Q2 200 CINTINUE
7 c
" U IF ITRACE_ON ()} THEN
x ) #PITE (TRACEFILE, &) 'FINAL GTATUS IN SUBROUTINE ’,
a: D s "GHCRT SIRE: ', DESCRIBE_STATUS [ST4TUS)
> ) ENIF
*i c
“ C  CANCEL ALL MISSITNS FOR 4LL UNITS ASSIENED T2 A ENETRATOR
b IFISTATUS.EQ. DEAD_STATUS) THEN
» N
'":
¢
A~la
L4
. ¢ :
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Y
C FREE_CO_AFTER_PEN WILL DISENGAGE ALL UNITS IN ALL £0'S s
: PURSUING THIS PENETRATCR ¥
C
..
N_NEW_F_RED=N_NEN _F_RED+! .
NEW_NODEL _PEQ(N_NEW_F_REQ)=PROSECUTE_MODEL -
. NEW_F_RED(N_NEW_F_REG)=PRIMITIVE_™ODEL 2
NEN_SUB_F_REQ(N_NEW_F_REQ)=FREE_CO_AFTER_PEN_MODEL o
T_NEW_F_REQ(N_NEW_F_REQ)=TNEXT =
» c NOTIFY THE NETWORK OF PENETRATOR CANCELLATION :f.
. 2 N
N_NEW_F_SED=N_NEW_F_SED+
NEW_YGDEL_REG(N_NEW_F_RE3)=NETWORK_“CDEL N
NE4_F_RED(N_NEW_F_RED)=TERM_PEN_MGDEL
. NEW_3UB_F_REB(N_NEW_F _REQ)=0 .
T_NEW_F_RED(N_NEW_F_RED)=TNEXT D
C 7
€ COLLECT DESTRUCTIGN STATISTICS o
N_NEW_F_PEQ=N_NEW_F_RED+! &
NEW_MODEL_RED(N_NEW_F_REQ)=STATISTICS_ENTRY MODEL -
NEW_F_RED(N_NEW_F_REQ)=TERM STATS_MODEL N
NEW_SUB_F_REQ(N_NEW_F_RED)=0 3
T_NEW_F_SEQ(N_NEW_F_REQ)=TNEXT o
C DISENGAGE UNIT FOR MISSES =
ELSE IF(STATUS,ED, MISS_STATUS) THEN o
> o
C FREE THIS CO ONLY FROM BURSUIT s>
2 R
N_SEW_E_2E0=N_NEW € R0+ =
NEW_MODEL_REQ{N_NEW_F_REQ)=PROSECUTE MODEL
NEW_F_REG(N_NEW_S_%ER)=PRIMITIVE_MODEL .
NEW_SUB_F_REG(N_NEW_F_REQ)=FREE_ONE 0 AFTER_PEN_NODEL w
T_NEW_F_SED(N_NEW_F_REQ)=TNEXT "
-~ “ -
~ "
c HANDOVER FOR ESCAPES -- TEXERI = 0 [FF THE PENETRATOR HAS
. 2 SOTTEN QUT OF REACH OF THIS €O B
c "-
IF “PEY_IEENTIFEN) LEG. B) THEN )
TNEXT = TEXERI o
’ ENCIF
) IFITENER1,3T,0,0) THEN o
N_NEN_E_REQ=N_NEW T REQ+{ o
NEW_MODEL REZ(N_NEW_©_SE3)=NETHCRK_4ODEL ’
NEW_F_SEQ(N_NEW_F_RED)=LCAD QUELE M2DEL Y
NEW_SUB_F SEG(N_NEW T SE5)=0
T NEW_T_REJIN_NEW_F_PEQ)=TNEXT K
gz T g
Sl -

P R S I I I T YR TR Tt et L SN AP JPGL N e S s T Tt T AT TN e e e e NN Y e e e et .
'\"\'s"\.‘x'\‘-.'\‘\"» LS LS ST RS RY A R S S R AT IR Gt M e o O O



N_NEW_F_RED=N_NEW_F_REQ+!
NEW_MODEL_REQ(N_NEW_F_RED)=NETWORK_MODEL
NEW_F_REQ(N_NEN_F_REQ) =HAND_OVER _MODEL
NEN_SUB_F_REQ(N_NEW_F_REQ)=0
T_NEW_F_REQ (N_NEW_F_REQ)=TNEXT

ENDIF

FREE SERVER NOW

L3 3 or BN ov ]

ELSE IF(STATUS,EQ. UNIT_2EAD _STATUS) THEN

FREE THIS CO ONLY

LS 2w B o |

N_NEW_F_RED=N_NEW F_RED+!
. NEW_MODEL REQ(N_NEW_F_REG)=PROSECUTE_MODEL
2 NEW_F_REQ(N_NEW_F_REQ)=PRIMITIVE_MODEL
: NEN_SUB_F_REQ(N_NEW_F_REQ)=FREE_ONE_CO_AFTER_PEN_MODEL
. T_NEW_F_RED(N_NEW_F_RED)=TNEXT

(ep)

LOAD GUEUE MODEL FOR DEAD UNITS

[ S N

IF{TEXER],57.0.0) THEN
N_NEW_F_REO=N_NEW_F_REQ+1
NEW_MODEL_RED(N_NEW_F_REQ)=NETWORK_MODEL
NEN_F_REBIN_NEW_F_REQ)=LOAD_QUEUE_MODEL
NEW_SUB_F_RED(N_NEW_F_RE)=0
T_NEW_F_REQ(N_NEW_F_REG)=TINE

ELSE
N_NEW_F_REQ=N_NEW_F_RE+{
NEW_MODEL_REQ(N_NEW_F_REQ)=NETWORK_MODEL
NEW F_SEQ(N_NEW_F_REG)=HAND_OVER_MODEL
NEW_SUB_F_REQ(N_NEW_F_REQ)=0
T_NEW_F_RED(N_NEW _F_RER)=TINE

: ENDIF

PR AN

FREE SERVER AND RETURN UNIT 7O BASE

as s o
)y ¢ U2

ELSE IF(STATUS.EQ. BASE_STATUS) THEN

FRES THIS CO

LU I oo B

N_NEN_F _SEG=N_NEW F_FZ5+l

NEW_YIDEL REQIN NEW_F_RE2)=PROSECUTE MCDEL
NEW_F_3EQ(N_NEW_F_%EG)=PRINITIVE MODEL
NEW_SUB_F_REQIN_NEW_F_RE3)=FREE_INE_CC_AFTER_PEN_MIIEL
T_NEW_F_3EDIN_NEW_F_RED)=TNEXT

was s s B

LCAD THE GUELE FQR A RETRY FLR FRCSECUTOR TERMINATED

C2 Y )

IFITE(ERT, 5T.0.0) THEN
% NEW_F_PEQ=N NEW_F_FED+t
. NEN_MCOEL_REDIN_“EW_©_SEQ)=NETACFY_MCDEL

o« el Ay s R ~ e e e e n e L T N SPUL TN IR S ) > PO e I
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& NEW_F_REQ(N_NEW_F_REG)=L0AD_QUEUE_YCDEL
i NEW_SUB_F RED(N_NEW F_RET)=0
. T_NEW_F_REQ(N_NEW_F_REQ)=TNEXT
" ELSE
x N_NEW_F_REQ=N NEW F_RED+I

. NEW_NODEL_PEQ(N_NEW_F_REQ)=NETWORK_MODEL
b NEW_F_SED(N_NEW_F_FEQ)=HAND_OVER_MODEL

NEW_SUB_F_REQ(N_NEW_F_RE@)=0
T_NEW_F_REQ(N_NEW _F_RED)=TNEXT

o
: ENDIF
» . .
X C  GTHERWISE THE STATUS IS SHORT STATUS
.S :
ELSE
J N_NEW_F_REQ=N_NEW_F_REQ+!
: NEW_MODEL_REQ(N_NEW_F_REQ)=PROSECUTE_MODEL
: NEW_F_REQ(N_NEW_F_REQ)=CO_ENG_MODEL
- NEN_SUB_F_REQ(N_NEW_F _RE)=GHORT FIRE_MODEL
N T_NEW_F_REQ(N_NEN_F_RED)=TNEXT
' SNDIF
'g IF (REPORT,ES. FIRE_STATUS) THEM
3 ¢ SCHEDULE ENGAGEMENT STATISTICS COLLECTICN ROUTINES.
~ c
> N_NEW_F_REQ=N_NEW_F_REG+!
N NEW_4ODEL_REQ(N_NEW_F_REQ)=STATISTICS_ENTRY MODEL
. NEW_F_RED(N_NEW_F_REQ)=FIRE_MODEL
» NEW_SUB_F_REQ(N_NEW_F REQ)=0
) T_NEW_F_REQ(N_NEW _F_REQ)=TINE
.:, ENDIF
" RETURN
25 END
Cd
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LCNG_FIRE
SUBROUTINE *LONG_FIRE’ CONDUCTS THE LONG RANGE FIRING.

ALPHATECH, INC.
AIR FORCE CONTRACT F334657-81-C-2150
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SUBRCUTINE LONG_FIRE(TINE,PEN,COIP, PACKED UCLAGS,UITEM, SERVER,
SI!B_F_GEQ,N_NEW_F_RED,NEW MODEL 8ED,
NEW_F_REQ,NEW_SUB_F_REG,T NEW_F_REQ!

IMPLICIT NONE

TRERERSRNLRRRIRRLALSS20s INCLUDE COMMON BLOCKS t3Rs3sastssnnsssnaassisss

INCLUDE *DCO:PARAMETER,DIN’
INCLUDE *DCO:EXECUTIVE.DINW
INCLUDE *DCO:STATUSNAM.DIN
INCLUDE *DCO:COINIT,PRN’
INCLUDE "DCO:WEPARA, PRM’
INCLUDE *DCO:FIRERANGE. BLK’
INCLUDE *DCO:COSERYV.INC’
INCLUDE *DCO: COUNIT, INC’

COMMON BLEOCY ADDED FOR ID FEATURE
INCLUDE *DCO:PENIDENT, INC’
SERRERSRRANRASRARLIY INPUT VARIABLE DEFINITICNS rrpgasstsrassasstanen

REAL TivE
CURRENT TIME
INTEBEY  FEN
PENETRATOR NLMBER
INTEGER  COIP
£ INDEX
INTESER  PACYED UCLASS
UNIT TYRE INDEX

[NTESER  UITEM
UNIT ITEM INDEX
INTECER SERVER

SERVER CONGUCTING THIS ENGABEMENT
INTEEER 3UB T SEQ

SUS FUNCTICN REGUEST IDENTIFIER
INTESER N NEW F_REQ

NUNEER CF SUBSEGUENT SUNCTITN SEQUESTS
TNTESER NEW MODEL FE3(MAX_INTERFACE_SIZE)

NEW MODEL RESUESTS




A

n v
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©3} LYY

2

[ae

fqn)

[4»]

INTESER NEW_F_REQ(MAX_INTERFACE_SIZE)
THE NEW FUNCTICN FEQUESTS
INTESER NEW_SUB_F_REQ(NAX_INTERFACE_SIIE)
THE MEW SUBFUNCTICN REQUESTS
REAL  T_NEW_F_REQ(MAX_INTERFACE_SIZE)

THE SCHETULING TIME CF THE NEW FUNCTICN REQUEST

PERssRRRAsSRRRARRLRRRKY LOCAL VARIABLE DEFINITICNS SRRSSRRSSS8RRsssssesy

LOBICAL SUCF

SUCCESS FLAG ON WEAPONS SELECTICN

SEAL THEXT
NEXT ITERATION TIME

CHARACTERY4 STATUS

STATUS YARIABLE FOR RETURN DIRECTICN

SEAL  RAD_RAN_TINE

TINE PENETRATOR IN RADAR RANGE
SEAL VUNIT

UNIT SPEED
YEAL  CONRAT

UNIT FUEL CONSUMPTION RATE
REAL VCRUISE

UNIT CRUISE SPEED
WAL PR

AUTENCAY FANGE
REAL  TPRIME

TENPORARY TIME VARIABLE
REAL RE_TO

FADAR QANGE TIME VARIABLE
SEAL RRTY

RADAR RANGE TIME VARIABLE
AL TEY

EXIT TIM
AL PP

DISTANCE SGUARED
AL TN

INTESCERT TIME
/AL DIST

DISTANCE
SEAL  FUEL_NEED

NEEIED FUEL
L 7oL

SEMAINING FUEL
SEAL QANGE

TNTERCEPT BANGE
SEAL VMAG

YELCLITY MAENITLLE
2EAL ASRECT

ASEECT ANGLE
SEAL tL L

WARHEAD SFEED
JEAL 44

N Tt R N SR S s ST e

. ..
IR

I R R

car e

A a "

e aen

St e - '.u "- .t
ST N N



C KILL PRCBABILITY 9
REAL R_MAX ;
C MAXTMUM FIRING RANGE
L0GICAL WEAPON_FOUND '
» DID WARHEAD FIND A WEAPON TO USE? )
REAL TWH_INT R
* C WARHEAD INTERCEPT TIME
REAL TEMP
c TEMPORARY YARIABLE
REAL PPOS (3)
. £ PENETRATOR POSITION
' REAL PYEL(3)
! c PENETZATOR VELOCITY
1 REAL UPOS(3)
. c UNIT POSITION
REAL UVEL(3)
C UNIT VELOCITY -
REAL DELPI(3) :
C RELATIVE POSITION
REAL EST_INT_POS(3)
c ESTINATED INTERCEPT POSITION
REAL DEL_POS(3) .
c RELATIVE POSITION TO INTERCEPT
INTEGER  UNPACKED UCLASS
C UNIT TYPE INDEX
INTEGER 1
C DO LOOP INDEX
INTEGER  PTYP :
¢ PENETRATOR TYPE 2
'0GICAL  FLAG .
c CONTINUE FLAG ;
LOGICAL  NONE
c WEAPON EXHAUSTION FLAG :
LOGICAL  XILL K
C KILL FLAG

ZHARACTER24 REPORT
REPCRT STATUS ON SHOTS AGAINS A PENETRATOR

SERRRSERRARRARARSNNIRURES FUNCTION DEFINITIGNS SRsansdnsagasasgnsaasizey

PEAL EXITTINE
: RETURNS EXIT TINE
FE6L INNER_PRODUCT
. : PETUENS INNER FRODUCT
REAL  MEAREST SASE
: RETURNG DISTANCE T MEAREST BASE
REAL NEAT_WAY_FCINT
: SETURNS NEXT 4AYPOINT TIME :
INTSSER  P_TYPE
: RETURNS PENETRATOR TVPE
: CYARACTERSTZ TESCRIZE BTATLS

~
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CHARACTERS (UNIT_CLASS_STRING_LENGTH) P_UCLASS_3TRING
TEXT FORM OF UNIT CLASS

EERRRNLASANLRLARLASY CEXETERNAL FUNCTTONS REFERENCED IRXRRIBIRSXRTIfRsIsss

CONVERTS INTERNAL STATUS INTD STRING FOR QUT2UT
LIGICAL TRACE N

TRACE ON FLAB
CHARACTER®(UNIT_CLASS_STRING_LENGTH) UNIT_CLASS_STRING

FUNCTION THAT SETS THE VALLE P_UCLASS_STRING

ERSRSTLASITLNRSILLNALLSLLRAL EXECUTARLE CODE faapssssrsspasssssnsiianing
SET INDEX

IF (TRACE_ON () THEN
WRITE (TRACEFILE, §) * °
WRITE (TRACEFILE, ) 'LONG _FIRE’
WRITE (TRACEFILE, %) *TINE',TINE
WRITE (TRACEFILE, %) ’PENETEATOR’,CEN
o UCLASS STRING = UNIT_CLASS_STRING {COIP,PACKED_UCLASS,
) i panyED:
WRITE (TRACEFILE, #) *UNIT CLASS’ ,P_UCLASS_STRING,
TUNIT ITEM 7 UITEN
ENDIF
REPGRT= NONE_STATUS
UNPACKED UCLASS = CO_UNIT_TYPES (COIP, PACYED UCLASS)

(4]

ET SPEEDS, CONSUMPTIGN RATES

YCRUISE = CRYISE_SPEED(UNPACYED LCLASS)
CCN RAT = CRUISE_TO_DACH (UNPACKED UCLAES!

YUNIT = DASH_PEED(LNPACKED_UCLASS:
SET AUTONCHY SANSE
RR = AUTCNGNY RANGE(COIP,PACKED LCLASS,UITEM)

SET SEFERENCE LILATICN

CaLL ONIT_XINEM(TIME, COIP, BACVED UTLASS, JITEM,LFCE)

—o -

-
LPACKED UILASS UITEM)

R

TALL BET_SERITIME,UPRS,IOTF

CIMPUTE SANGE

CALL CEN_CINEM(YIME,PEN, IS, SUEL)

~~~~~

WRITE (TRACEFILE, f) TBUTONGMY SANGE', =R
WEITE (TEATSEILE, 1) CUMIT PJ3ITION ', UF3S
HRITE (TRACEFILE, 8y CPEN ECEITION ', ERQS
ARITE TRATCEEILE, 1) BN WELJIITV ', BUEL
ENDIE
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CALL YSUB{PPOS, LPOS, DELP)
PP = INNER_PRODUCT (DELP,DELP)
RANGE = SGRT(FP)
IF (TRACE_ON {)) THEN
WRITE (TRACEFILE, &) *CURRENT RANGE ’, RANGE
ENDIF
IF (RANGE .LT. SHORT _RANGE) THEN
TNEXT = TIME
STATUS = SHORT_STATUS
50 70 200
ENDIF

COMPUTE UNIT INTERCEPT TIME
CALL INTERCEPT TIME(TIME,PPOS,UPOS,PVEL,YUNIT, TINT,FLAR)
CHECK FLAG TO DETERMINE IF INTERCEPT IS PHYSICALLY POSSIBLE
IF (.NOT. FLAG) THEN

TNEXT = TINE

STATUS = MISS_STATUS

50 70 200
ENDIF

NOW, CAN INTERCEPT OCCUR BEFORE THE PENETRATOR LEAVES THIS C07
TEX = EXIT_TIME(PEN,CO,COIP)

IF {TRACE_ON 1)) THEN
WRITE (TRACEFILE, #) 'EXIT TINE’, TEX

ENDIF

IF ITEX LT, TINT) THEN
TMEXT = TIME
STATUS = MISS_STATUS
30 70 200

ENDIF

CHECK FUEL FEASIBILITY
DG=t,3
SET ECTINATED INTERCEPT POSITICN
EST_INT_SOS(1) = PPOS(I) + BYEL{I)B(TINT - TIME)
CCMPUTE SELATIVE POSITION
DEL PCS{I) = EST_INT PCS(1) - upOS(I)
£4200
IF (TRACEON 1)) THEN
WEITE (TRACEFILE, §) 'ESTINATED INTERCERT OINT’,

+ EST_INT 208
ENDIF

A ‘_.. .= _-.$. iyt .P. .




2
c o
C  COMPUTE REQUIRED FUEL CJ
: -
PP = INNER_PRODUCT(DEL_FOS,DEL_FOS) :
DIST = NEAREST BASE(COIP,EST_INT_POS) 0
« FUEL_NEED = CCN_SATSSBRT(PP)/VUNIT + DIST/VCRUISE .
T_FUEL = FUEL_R:COIP,PACKED_UCLASS,UITEN) 'y
L CHECK FEASIBILITY ;
2 “
. IF (T_FUEL LT, FUEL NEED) THEN 4
THEYT = TINE "
UNIT_STATICOIP, BACKED_UCLASS,UITEM) = BASE_STATUS -
STATUS = MISS_STATUS '
® 60 TO 200 .
ENDIF »
L SET DESTINATION =
CALL SET_DES(TINT,EST_INT_POS,COIP,PACKED UCLASS, UITEM)
€ SET UNIT VELOGCITY ¥
2 -~
WI=1,3 5
IF (TINT .NE. TINE} THEN X
YYEL(I) = DEL_POS(I)/(TINT ~ TIME) <
ENDIF "
ENDDO <
c A
C  CHECK WAYPOINTS ’
2 L¢
TPRIME = NEXT_WAY_POINT(TINE,PEN)
C  SET ZADAR SANGE TIME ‘ -]
: _:1
IF (PP .NE, 0) THEN -
RR.T0 = TIME + (1 - RR/SGRTIPP))8(TINT - TINE) )
ENDIF
. RE L = MAX (R_A_TO, TINE) ‘
L MCDIFY CADAR SANGE TIME SASED TN WAYPOINTS
'. BT 'S 3 THLE, TERINE) THEN
%40 SAN_TIME = R R_T1
c D02ED ON CONTRCL SGLICY, FREE THE SERVES

[FICINTROLICOTF, PACKED YCLASS, JITEM),EQ, LOOSE_STATUS) THEN
IF(CO_SERVER PEN (COIP, SERVER).EG.FEN) THEN
STATUS= FREE_STATLS
TNEXT=RAD_RAN_TIME
60 70 20C

PRI
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ENDIF
ENDIF
ELSE
RAD_RAN_TIME = LARGE_REAL
ENDIF

CCMPUTE ASPECT ANBLE

UMAG = SGRT{INNER_PRODUCT(PVEL,FVEL))
IF (VMAG .NE. 0) THEN
TEMP = INNER_PRODUCT (UVEL.PVEL)/ (VUNITIVMAG)
IF (ABS(TEMP} .LT. 1.0} THEN
ASFECT = ACOS(TEMP
ELSE
ASPECT = ACDS(TEMP/RRS(TEMP})
ENDIF
ELSE
ASFECT = 0
ENDIF

GET FIRE RANGE
CALL FIRE_RANBE(COIP,PACKED_UCLASS,UITEM,ASPECT,R_MAX,VEH)
EXTRAPOLATE THE PENETRATOR POSITION TO WARHEAD IMPACT TIME

0o I=t,3
DELP(I)=DELP (1) +PVEL (1) $R_MAX/YWH
ENDDO
PP=INNER_PRODUCT (DELP, DELP)
o0 = 3QRT(PP} - PROSEC JELTA
IF (PP 5T, R_MAX) THEN
CALL FIRE_TIMEITIME,PPCS,LP2E,PVEL VNN, R_MAX, TINT, TNEXT,SUCF)
IF(SUCF) THEN
STATUS = LONG_STATUS
ELSE
STATUS= SHORT_STATUS
ENDIF
80 70 290
NDIF

ZEFORE FIREING AT A DISTANCE, ADD CCIE TO SIMULATE
(CENTIFICATICN INTERCEPT, CCORCE 70 SHORTRANGE IF
I IS UNKNCRN

IF IPEN_IDENT!PEN) LT, I} THEN
IRLL FIRE TINME (TIME, PPIS, UPOS, PYEL, VWH. SHORT_RANEE,
TINT, TNEXT, SUCF)
3TATUS = 3HORT_STATUS
£0 70 200
NDIF

N ‘--* .'1:..':'):..".#.' . :. .l.-‘:‘-“"v‘.- e
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5 Crss  END ADDED CODE FOR ID
£ ~
, L SIMULATE FIRING AT A DISTANCE
N <
b PTYP = P_TYPE(PEN)
N . CALL WARHEAD (COIP, PACKED UCLASS, UITEM, PTYP, PP, ASPECT,
N + JFALSE., YNH, PK, NEAPON_FOUND, NONE)
. D IF (TRACEON {)) THEN
. )] WRITE (TRACEFILE, 3) 'RETURNS FROM WARHEAD’
: D WRITE (TRACEFILE, 8) * WEAPON FOUND = *, WEAPON_FOUND
Y D IF (NEAPON_FOUND) THEN
D WRITE (TRACEFILE, ) ° WARHEAD VELCCITY = *, VuH
D WRITE (TRACEFILE, ) ' PK = ', oK
D WRITE (TRACEFILE, 8) ’ WEAPON EXHAUSTION = ', NONE
N D ENDIF
y D ENDIF
\ 5
g L IF NOT SUCCESSFUL, TRY SHORT FIRE
) IF {.NOT. WEAPON_FOUND) THEN
. CALL FIRE_TIME (TIME, PPDS, UPOS, PVEL, VWH, SHORT RANGE,
: s TINT, TNEXT, SUCF)
: g
. C'  FIRE_TIME DETERMINES WHEN A SHORT FIRE CAN CCCUR (AT TINE TNEXT)
2 BASED ON THE SHORT FIRING RANGE SHORT FIRE,
C
a STATUS = SHORT_STATUS
s 3070 200
. ENDIF
s >
i, C  IF OUT OF WEAPCNS, SIGNAL RETURN TO BASE
' IFINONE) THEN
. UNIT_STAT(COIP,PACKED UCLASS,UITEM)= BASE_STATLS
: ENDIF
] € COMPUTE WARMEAD INTERCEPT TIME
VI CALL INTERCEPT TIME(TIME,PROS,UPOS,PYEL,VWH, THH_INT, FLAE)
. 3 IF (TRACEON (1) THEN
t D WRITE (TRACEFILE, #) *RETURNS FROM INTESCERT TINE!
y D WRITE (TRACEFILE, #) ’ WARHEAD INTERCEPT TIME *, TWH_INT
. D WRITE (TRACEFILE, ) * SUCCECSFUL INTERCEPT °,FLAG
) ENDIF
¥ C
L CHECK FLAG
3 IF (.NOT. FLAG) THEN
C SET DESTINATION
o -
& TNEXT = TINT
: frm 25

N R rAYata . .y . S e vt e
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A STATUS = SHORT_STATUS

K 60 TO 200
ENDIF
N REPORT= FIRE_STATUS
LN C
> C  GET UNIT POSITION AT IMPACT TIME
N :
R CALL UNIT_KINEM(TWH_INT,COIP,PACKED_UCLASS, UITEM, UPDS)
3".: C  SIMULATE KILL
o CALL SIN_ENG(FK,KILL)
. D IF (TRACE_IN 0)) THEN
o D WRITE (TRACEFILE, #) *RETURNS FROM SIM_ENG' .
. D WRITE (TRACEFILE, 8) * EFFECTIVE PK = ’, PK
- D WRITE (TRACEFILE, ®) * SUCCESSFUL KILL ’, KILL
9 D ENDIF
\; L
¥ IF (KILL) THEN
o C UPDATE PENETRATOR STATUS
o -
- STATUS = DEAD_STATUS
h. TNEXT=TWH_INT
T ELSE IF (NONE) THEN
STATUS = BASE_STATUS
. TNEXT = TWH_INT
:4 ELSE
x STATUS = LONG_STATUS
: TNEXT = TWH_INT
u ENDIF
200 CONTINUE
, C
\: 5
& D IF (TRACE_ON () THEN
)] WRITE (TRACEFILE, #) 'FINAL STATUS IN SUBROLTINE ’,
. D+ 'LONGFIRE: *, DESCRIBE_STATUS (STATUS)
D ENDIF
“.‘ . E
- C  FREE THE SERVER AND RETURN HERE
.\' -
I‘J -
3 IF(STATUS.ED, FREE_STATLS) THEN
] - C FREE SERVER MODEL
} :
N N_NEW_F_REQ=N_NEW_F_REQ+!
;: . SEW_MODEL_REQ(N_NEW_F_REQ)=PROSECUTE_“ODEL
0! NEW_F_FEGIN_NEW_F_REQ)=PRIMITIVE_MODEL
N NEW_SUB_F_RED(N_NEW_F_REQ)=FREE_SERVER_MODEL
) T_NEW_F_FEQ(N_NEW_F_REQ)=TNEXT
. :
- C RETURN TO LONG FIRE AT RADAR RANGE TIME

g a Tad o
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N_NEW_F_REQ=N_NEW_F_REG+!

. NEW_MODEL_REQ(N_NEW F_RE)=PROSECUTE_MODEL
NEN_F_REQ(N_NEW_F_REQ)=CO_ENG_MODEL
NEN_SUB_F_REQ(N_NEW_F_REQ)=LONG_FIRE_MODEL

. T_NEW_F_REQ(N_NEW_F_RER)=TNEXT

K .

) E SEND F1 T5 BASE

; . i ELSE IFISTATUS.EQ. BASE_STATUS) THEN
3 C FREE THIS CO AFTER THE PENETRATOR
' . ) N_NEW_F_REQ=N_NEW_F_REQ+!

NEW_MODEL _REQ(N_NEN_F_REQ)=PROSECUTE_MODEL
NEW_F_REQ(N_NEW_F_REQ)=PRIMITIVE_MODEL

. NEW_SUB_E_RET(N_NEW_F_REQ)=FREE_ONE_CO_AFTER_PEN_MODEL
T_NEW_F_RED(N_NEW_F_REQ)=TNEXT

LOAD THE GUEUE FOR BASE RETURNS

€2 2

N_NEW_F_REG=N_NEW_F_RED+1 ;
NEW_M “EL_PEQ(N_NEW_F_RED)=NETWORK MDEL

N NEW_F_REQ(N_NEW_F_REG) =LOAD_SUEUE_MODEL f
NEW_SUB_F _REQ(N_NEW_F _REQ)=0

T_NEW_F_REQ(N_NEW_F_REQ)=TNEXT

DISENGAGE UNIT FOR MISSES

L2 L7

AR, 0

ELEE TF(STATUS.ED.MISS_STATUS) THEN

FREE TMIS CO AFYER THE PENETRATOR

L3 o BN OF )

N_NEA_F _REQ=N NEW F_SED+

4EN_YODEL REQ(N_NEW_F_REQ)=PROSECUTE MODEL
NEW_F_SEQ(N_NEW_F_9EQ)=PRIMITIVE MCDEL
NEW_SUB_F_REQ(N_NEW_F_REG)=FREE_ONE_CO_AFTER_PEN “ADEL
T_NEW_F_REQ(N_NEW_F_RED)=TNEXT

afatalels

HANDOYER FIC® ESCAPES

[P I o TN Y0 §

a%e 4 L aal

. N_NEW_F_REG=N_NEW © GEQ4!

. NEW_YODEL_RED(N_NEW_F_RED)=NETAORK_NODEL
NEW_F_SET(N_NEW_F_PEQ)=L0AD_GUEUE_MODEL
NEW_SUB_F_REGIN NEW_F_REQ)=0
T_NEA_F_SEQIN_NEW_F_RED)=TNEYT

SEGUENCE THE LONG FIRE MODEL

[ I o T B )

ELSE [FISTATUS,FO,LONG_STATUS) THEN
. N_NEW_F_RE3=N_NEW _F_REQ+1 }
y NEW_MODEL_REQ(N_NEW_F_RED)=PRGSECUTE_MODEL

.y v v o RGO S LR LR Py
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NEN_F_REQ(N_NEW_F_RER)=CO_ENG_MODEL
NEW_SUB_F_PEQ(N_NEW_F_REQ)=LONG_FIRE_MODEL
T_NEN_F_PEQ(N_NEN_F_REQ)=TNEXT

M

FREE SERVERS AND SEGUENCE THE SHORT FIRE MODEL

L3 BN o I 9

ELSE [F(STATUS.EQ.SHORT STATUS) THEN

SEQUENCE THE SHORT FIRE MODEL

[ I w I S0 )

. N_NEN_F_REG=N_NEW_F_REO+!

v NEN_4ODEL_PEQ(N_NEW_F_RED)=PROSECUTE_MODEL

§ NEW_F_9E(N_NEW_F_SEQ)=PRIMITIVE_MODEL
NEW_SUB_F REQ(N_NEW_F_REQ)=FREE_SERVER_MODEL

, T_NEW_F_REQIN_NEW_F_RER)=TNEXT

SHORT FIRE MODEL

(3 B wr B 9}

AL

N_NEW_F_REQ=N_NEW_F_RE+1
NEN_MODEL_REQ(N_NEW_F_REQ)=PROSECUTE_MODEL
NEW_F_RED(N_NEW_F_REQ)=C0_ENG_MODEL
NEW_SUB_F_REB(N_NEW_F_REQ)=SHORT_FIRE_MODEL
T_NEW_F_REQ(N_NEN_F_RED)=TNEXT

P R N

CANCEL ALL MISSIONS AFTER THIS PENETRATOR

s
L9 B o B S0}

ELSE IF(STATUS.EQ,DEAD_STATUS) THEN

FREE_CO_AFTER_PEN WILL DISENGAGE ALL UNITS IN ALL C0'S AFTER PEN

L 3r B ov I O]

: N_NEW_F_REG=N_NEW_F_REO+!

- NEW_MODEL_REQN_NEW_F_REQ)=PROSECUTE_MODEL
NEW_F_RED(N_NEW_F_REQ)=PRIMITIVE_MODEL
NEW_SUB_F_REQ(N_NEW_F_REQ)=FREE_CO_AFTER_PEN_NODEL
T_NEW_F_RED(N_NEN_F_REQ)=TNEXT

NOTIFY THE NETWORK OF PENETRATCR TERMINATION

€2 3

. N_NEW_F_SEQ=N_NEW_F_RED+!
NEW_YODEL_REQ(N_NEW_F_REQ)=NETWORK_MODEL
NEW F_REQ(N NEW F_RED)=TERM_PEN MODEL
NEW_SUB_F_EDIN_NEW_F_REQ)=0
T_NEW_F_REQ(N_NEW_F_RED)=TNEXT

COLLECT DESTRUCTION STATISTICS

|
€)oY

> N_NEW_F_REQ=N NEW_©_RED+!

¥ NEW MOJEL BEQ{N NEW_F_RE3)=STATISTICS_ENTRY_MODEL
¥ NEW_F_FEQ(N NEW_F_%EQ)=TERM_STATS_MODEL
NEW_SUB_F _SEQ(N NEW_F _REQ)=0

’ T_NEW_F_REG(N_NEW_F_FED) =TNEXT

o
(W)




£

KPR

[N Wl N~

4

ENDIF

w2

IF{REPORT.EB.FIRE_STATUS) THEN

SCHEDULE ENBAGEMENT STATISTICS COLLECTION ROUTINES,

[ 30 BN o TN OV ]

N_NEW_F_FEQ=N_NEW_F_REG+
NEW_MODEL_REQ(N_NEW_F_RER)=STATISTICS_ENTRY MODEL
NEW_F_REQ(N_NEW_F_RE)=FIRE_MODEL
NEW SUB_F_REQ(N NEW_F_REQ)=0
T_NEW_F_REQIN_NEW_F_REB)=TIME

ENDIF

43

RETURN
END

T
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CO_MATCH IS CALLED FROM THE CO INPUT STATISTICS EVENT NODE 70
DETERMINE WHETHER AN INCOMING MESSAGE CAN BE PROCESSED, THIS
REGUIRES THAT BOTH A DETECTION AND AN ASSIGNMENT BE LOCATED AT
THIS NODE, WITH DATABASE NUMBERS THAT HAVE BEEN RESOLVED 70 ~
CORRESPOND TD THE SAME PENETRATOR, AND THAT THE CORRESPONDING
PENETRATOR HAS NOT YET LEFT THE C0°S COVERAGE REGION. SINCE
THERE ARE QTHER SORTS OF MESSAGES COMING INTD CO THAT DO NOT
REQUIRE MERGER, THIS ROUTINE MUST CHECK IF THE INCOMING MESSAGE
IS AN CNGAGEMENT TYPE OF MESSAGE, OR ONE OF THE OTHER TYPES--
REQUEST FOR SERVICE FROM A MINI-CO, OR A RESOURCE ALLOCATION
CCMMAND.

ALPHATECH, INC.

)00 o 0 0 0 o0 0 0 4 o o 0t 0 0 o o 0 o O X B M

SUBROUTINE CO_MATCH

[MPLICIT NONE

CAxxs4COMMON BLOCKS AND PARAMETERS

-

LS I o B O]

-
-

INCLUDE °DCO:SLAMPARAM,DIN’
INCLUDE ’DCO:SCOML.SLN’

INCLUDE *DCO:PARAMETER,DIN’
INCLUDE *DCO:EXECUTIVE,DIM

FUSCOMMON BLOCK ADDED FOR IDENTIFICATION FEATURESS?

INCLUDE *DCO:PENIDENT, INC’

CORXRLEYTERNAL FUNCTIONS

-

Lor]

() LI LI LML

LY

INTESER GET_AWAIT FILE
RETURNS SLAM INDEX FOR THE PARTICULAR AWAIT FILE NEEDED
REAL EXIT_TINE
RETURNS DEPARTURE TIME FROM 4 GIVEN NODE--RETURNS 0 IF
THE OENETRATOR HAS ALREADY LEFT THE REGION, WHICH IS
WHAT 15 TESTED FIR HERE
LOGICAL TRACE_ON
RETURNS TRUE IFF THE SLAM TRACE FACILITY IS ENABLED

PXPRRLOCAL VARIABLES

INTEGER ASSIEM_FILE, DETECT_FILE
TEMPORARY VARIABLES 70 STORE SLAM SUEUE NUMBERS FOR THE
T4 FILES IN WHICH MESSAGES WAIT TO 2E MATCHED

LOSICAL TEMP_ALERT, TEMP_DETECT
TEMPORARY VARIABLES THAT STCRE THE STATE CF ALERT AND
DETECTION IN THE MESSAGE STORED IN ARRAY ATRIB (5TCMD)

........
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REAL TENP_ATRIB (NUN_ATTRIBUTES) N

: STORES NESSAGES RETURNED FROM SEARCH AWAIT FILE UNTIL L

c INFORMATION FROM THEM MAY 5 PROCESSED "

. REAL RADAR_DETECTED -
TEMPORARY USED IN TRANSFERRING INFORMATION FROM o

. p TEMP_ATRIB TO ATRIB (OR VICE VERSA) X
INTEGER ! I

2

LDOP COUNTER
INTEGER CLASS, ITENM

c LOCATION OF CURRENT SYSTEM CLASS; DERIVED FROM ATRIB ARRAY ‘ e
M INTEGER PEN -
C PENETRATOR TAIL NUMBER: ALSD OBTAINED FROM ATRIB %
INTEGER MESSAGE_TYPE N
c STORES INCCMING MESSAGE TYPE ‘
, LOGICAL JUNK_BOOLEAN -
REAL  JUNK_ATRIB (NUM_ATTRIBUTES) .
: PARANETERS TG CLEAR_FILE; NOT USED HERE %
c 0
CH$3KEXECUTABLE CODE -~
L LOCAL VARIABLES DERIVED FROM THE CONTENTS OF THE MESSAGE '
CLASS = NINT (ATRIB (CURRENT CLASS)) -
ITEM = NINT (ATRIB (CURPENT_ITEM)) o
PEN = NINT (ATRIB (TRUE_FEN NO)) o
YESSAGE_TYPE = NINT (ATRIB (CO_MESSAGE_TYPE)) =
TEMP_ALERT = (ATRIB (ALERT_STATUS)  .EQ. TRUE) -
TEMP_DETECT = (ATRIB (CO_DETECTION_RPT) .EQ. TRUE) -
ASSIGN_FILE = GET_AWAIT_FILE (CLASS, ITEM, ASSIGN_CCDE) 5
JETECT FILE = GET_AWAIT_FILE (CLASS, ITEM, DETECT_CODE) by
RADAR_JETECTED = ATRIB (RADAR_NUMBER) :f

IF (ATRIB (HANDOVER MESSAGBE) ,EQ. TRUE) THEN
ARITE (ERROR_FILE, ¢) ’ERROR IN CO_MATCH’ .
WRITE {ERRCR_FILE, $)’MESSAGE RECEIVED WITH HANDOVER = TRLE’ -
SALL UERR {FATAL)

R

C  IF THIS IS AN ENGAGEMENT MESSAGE, TAKE ACTION BASED ON THE -
. T VALUES OF ALERT AND DETECT o
C N
ELSEIF /MEZSAGE_TYPE LED. O ENG_MODEL) THEN =
IE ({,NOT, TEMP_ALERT) .AND. (.NOT. TEMP_DETECT)) THEN Y
ARITE (EREOF_FILE, §) "ERROR IN CO_MATCH: *, i
. ! NESSAGE RECEIVED'
WRITE (ERROR_FILE, #) *WITH MEITHER ALERT OR DETECT °, 'y
2 STATUS? -
. CALL UERR (FATAL) G
SLIEIF (TEMP_ALERT LAND. (.NOT. TENP DETECT}) THEN R
D IF (T9ACE_ON () THEN A
2 WRITE (TRACEFILE, #) ’COMATCH SEARCHING FIR 7,
b POETECTICY CERCRT
! WRITE 'T9ACEFILE, #) 'FILE = °, DETECT FILE

N e e, '-'.n- < s e Tt St n'...‘. ~
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R
o D ENDIF
Y IF (EXIT_TIME (PEN, CLASS, ITEM) ,E9. 0.0) THEN
CALL SEND_HANDOVER_MESSAGE (CLASS, ITEM, ATRIB)
iy 11 = DISCARD_CODE
A ELSE
. I1 = ASSIGN_CODE
X CALL SEARCH_AWAIT FILE (DETECT FILE, II,
KX 1 ATRIB, TEMP_ATRIS)
IF (11 .EG. MATCH_CODE) THEN
3 ATRIB (RADAR_NUNBER) = TEMP_ATRIB (RADAR_NUMBER)
VI ENDIF
D SNDIF
"y ELZEIF (40T, TEMP LERT) ,AND, TEWP_DETECT) THEM
ot p IF (TRACE_ON 1)) THEN
» D WRITE (TRACEFILE, 8) ’'COMATCH SEARCHING FOR ',
» 2 1 *ASSIGNMENT REPORT’
- ) WRITE (TRACEFILE, ») ’FILE = *, ASSIEN FILE
" 2 ENDIF
- IF (EXIT_TIME (PEN, CLASS, ITEM) .EQ. 0.0) THEN
W 11 = DISCARD_CODE
) ELSE
W 11 = DETECT CODE
o CALL SEARCH_AWAIT FILE (ASSIGN FILE, 1,
L ! ATRIB, TEMP_ATRIB)
2 z
AL L TEMP_TRIB SETUPNS THE ASSIGNMENT MESSAGE--IF A MATCH HAS BEEN
i T FOUND, THEN THAT NESSAGE AND NOT THE DETECTION MESSASE SHOULD BE
- C  KEPT.
. "
[~ IF (I ,ED. MATCH_CODE} THEN
- D0 I = {, NUM_ATRIB_USED
. ATRIB (1) = TEMP_ATRIB (I)
ENDDO
o ATRIB (RADAR NUMEER) = RADAR_DETECTED
. SLSEIF (11 .EQ. DETECT CODE} THEN
- C  IF ND ASSIGNMENT MATCH WAS FOUND, THEN CLEAR ALL PREVIOUS
Z DETECTION NESSASES ABOUT THIS PENETRATOR FROM THIS RADAR QUT OF
EE C  THE DETECTICN QUEUE AT THIS POINT, AND GEPLACE THEW WITH THIS
- S MESSAGE. THE MOTIVATION FOR THIS [S THE FOLLONING:
- c IT 4YAD BEEN INPLEMENTED PREVICUSLY THAT EACH RADAR CAUZED
. S ONLY ONE SIGHTING MESSAGE TO BE SENT TO IT3 GMMANDING CO, UNCER
2 C  THE ASSUMPTION THAT THAT WESSAGE WCULD SUFFICE TO FRODUCE ANY
* ©  REASONABLE ASSIGNMENTS. THIS NEGLECTED, KOMEVER, TNE DYNAMIC
' C  NATURE OF THE DATABASE IN THE SYSTEM, IN PARTICULAR, UNDER THE
4 > DLD SCHEME, IT COULD HAPPEN THAT A SIGHTING REPCRT AND A
. C  DETECTION REPORT ON A PENETRATOR WERE SENT TO THE SAME CO WITH
o O DIFFERENT DATABASE NUMBERS, SINCE THE ORIGINAL MESSAGES WERE
o C  GENERATED AT A TIME WHEPE THE CZ SYSTEM HAD NOT YET DETERMINED
, S THAT THE TWO PUTATIVE PENETRATIRS WERE IN FACT ONE AND THE SAME. .
> C  IF THE MERGER OCCURRED WHEN THESE T40 MESSAGES WERE ALKEADY AT
e C  THE O, THOSE MESSAGES COULD NOT BE RECONSIDERED. THIS LED TO
-
e,
c A=TI
)
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THE NEED TO CONTINUE TO SEND MESSAGES TO THE CO FROM THE SAME
RADAR ON A REGULAR BASIS, FOR THE NEW SIGHTING MESSAGE COULD BE
USED 7D EFFECT A PROSECUTION IF IT TRANSPIRED THAT MERGER OF
DATABASE INFORMATION HAS OCCURRED IN THE INTERVAL BETWEEN THE
ARRIVAL OF THE LAST REPORT AND THE ARRIVAL OF THE CURRENT REPORT,
LEAVING ALL THESE MESSABES AROUND, THOUGH, WOULD LEAD TD A VERY
SUBSTANTIAL SOFTWARE LDAD THAT IS IRRELEVANT T MODEL EXECUTION,
FOR ONLY THE LATEST SIGHTING REPORT IS RELEVANT. HENCE THESE
MESSAGES ARE PURGED HERE BEFORE THE NEW MESSAGE IS FILSD IN THE
FILE.

AS MENTIONED ABOVE, THIS REPAIR OCCURS AT A LATE DATE IN THE
JEVELOPMENT OF TADZ I. PROBABLY THE CLEANEST METHOD OF MODIFYING
THIS ACLLD BE TC REVAMP THE MESSAGE RCUTING IMPOSED 2Y THE TESTS
DONE AT CO ON THE IT VARIABLE, WHICH CURRENTLY CONTROLS THE
ROUTING TO THE APPROPRIATE GUEUE OF THE MESSABE LEAVING THIS
NODE, BUT THAT WOULD REQUIRE A LOT OF CODE CHANGES. WHAT WILL BE
DONE INSTEAD IS 7O SIMPLY REMOVE ALL MESSAGES FROM THE DETECTION
JUEUE AT THIS POINT, AND LET THE REFILING OF THE NEW MESSAGE BE
TAKEN CARE OF VIA THE OLD MECHANISM USING THE II VARIABLE,

[ S W A W S
OO OO OO OO0 0

JUNK_BODLEAN = . TRUE.
DOWHILE (JUNK_BOCLEAN)
CALL CLEAR_ONE_DETECTION
(DETECT_FILE, PEN, NINT(RADAR DETECTED!,
JUNK_BCOLEAN, JUNK_ATRIE)

PR PRI i
r3 e

CLEAR_ONE_DETECTION FINDS ANY DETECTION OF THAT PENETRATOR BY
THAT RADAR THAT IS STORED IN THAT FILE, RETURNING TRUE IN THE
FOURTH ARGUMENT AND ITS ATTRIBUTES IN THE FIFTH ARGUMENT IF ONE
IS ACTUALLY FOUND,

KX R,

(o SIS o T S B oo TSP ]

ENDDO
ENDIF

5.

IF 4 MATCH WAS FOUND, CLEAR CUT ANY FEMAINING ASSISNMENT
MESIAGES THAT MAY BE FIUND IN THE A3SIGNMENT FILE,

4 &y
[ TRCUP N o N o K 9 )

. IF (11 .E9. MATCH_CODE) THEN
TALL CLEAR FILE [ASSIGN_FILE, PEN, JUNK 300LERN
: JUNK_ATEIE)
INDIF
ENGIF

A YOO

THE SESLLT OF THE TWO PREVITLS CASES IS THE
BEEN FOUND, THE ACSIENMENT REPQRT S 7O RE
ATRIE, AND THE FADAR INFTRMATIIN M TWAT ME
JATA FRCM THE DETECTION REPORT,

EAME. IF A MATCH H4AS
FOUND IN THE ARRAY
ESCAGE 15 THE RADAR

AR S
Lo TEE U B o BRI I e TR OO |

ELSE

" C TY[S *ESSAGE [S 20T4 A CETECTICN AND AN ASCICHMENT, IT ¢
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SUFFICIENT TO ALLOW ACTION: STILL THE AWAIT FILES MUST BE
CLEARED OF ANY OTHER MESSAGES REGARDING THIS PENETRATIR

IF (EXIT_TIME (PEN, CLASS, ITEM) .EQ, 0.0) THEN
11 = DISCARD_CODE
CALL SEND MANDOVER MESSAGE (CLASS, ITEM, ATRIR)
ELSE
11 = MATCH_CODE
CALL SEARCH_AWAIT FILE (ASSIGN_FILE, 11,
ATRIB, TEMP_ATRIB)
CALL SEARCH_AWAIT FILE (DETECT FILE, II,
ATRIB, TEMP_ATRIB)
ENDIF
ENDIF
ENDIF

AN SNGAGEMENT MESoAGE WILL BE PROCESSED FURTHER FROM THIS NOZE
IFE 1T = MATCH CODE; IN THIS CASE (AND WHEN THE MESSAGE IS OF
CNE 5F THE CTHER TYPES) IT MUST BE CALCULATED IN WHAT QUELE
THIS MESSAGE IS TQ AWAIT PROCESSING. NOTE THAT £O NODES USE
SLAM AWAIT NODES INSTEAD CF SUELES 7O WAIT FOR SERVICE.
NINETHELESS, DETERMINE_JUEUE IS STILL USABLE TO FIND THE SLAM
FILE NUMSER, =INCE CO FILES HAVE THE SAME LAYGUT AS OTHER
FILES, 70 A SUFFICIENT LEVEL OF DETAIL

NOW “AKE SUPE THAT ALL NON-ENGAGEMENT MESSAGES AND THE ENGAGEMENT
MESSABES WHICH HAVE FOUND MATCHES {AND HENCE NEED NOT WAIT IN

ONE GF THE AWAIT QUEUES) CAN BRANCH TO THE SELECT NODE FCOR
ASSIBNMENT TQ ONE OF THE MAIN CO QUEUES.

331 CODE CMANGE ACDED TO DISCARD ENGAGEMENT MESSAGES i1
182 THAT HAVE 11 = MATCH_CODE (BEGIN PROSECUTION), IN
118 THOSE CASES WHERE THE 1D CODE PREVENTS EXECUTICN,
$12 (1D INDEY = 5,6,7,8, THE ROUTINE MUST SET

#1211 = DISCARD CODE SG THE MESSAGE WILL BE DISCARDED

IF (PEN_IDENT(PEN) .LT. §) THEN

1 CONTINUE CRIGINAL COMATCH CCIE
111 IF 10 IS MRSTILE 'I.4)

IF (PEN_IDENTCFEN) (BT, 2} THEN
'F (MESSAGE_TYPE .NE. CO_ENG_MODEL) THEN
11 = MATCH ZODE
ENDIF

IF 11 .E2, MATCH CODE) THEN
SALL DETERMINE JUELE

IF (MESSAGE TYPE ,E0, CD_ENG_MODEL) THEN
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ATRIB (CO_DETECTION_RPT) = TRUE
ATRIB (ALERT STATUS) = TRUE
ENDIF
ENDIF

$3¢ IF ID_INDEX IS UNKNOWN (1 OR 2) THEN ALLOW
t31 PROSECUTION ONLY IF A FIGHTER CO (ITEM LESS THAN 4)
¥k ITEM IS THE INDEX FOR THE ORDER OF CO’S

ELSEIF (PEN_IDENT(PEN) ,LT. 3) THEN

IF ID CZDE WAS TNE CR 70O AND TRECL IS5 A
FIGHTER THEN CONTINUE WITH ORIoINAL CODE

IF (ITEM .LT. 4) THEN
IF (MESSAGE_TYPE NE. CO_ENG_MODEL) THEN
I1 = NATCH_CORE
ENDIF

IF (I .EG. MATCH_CODE) THEN
CALL DETERMINE QUEUE

IF (MESSAGE_TYPE .EQ. CO_ENG_MODEL) THEN
ATRIB (CO_DETECTION RPT) = TRUE
ATRIB (ALERT STATUS) = TRUE
ENDIF
ENDIF
INDIT
ENDIF
ELSE
I1 = DISCARD_COr

ENDIF

RETURN
END
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THIS FILE CONTAINS USERF AND SERVICE_TIME, WHICH SERVE TD RETURN
THE SERVICE TIME FOR ACTIONS AT ANY STANDARD SERVICE NODE.

150810 4 o0 o o 06 10 0 040 o 40 0 0 0 80 04 0 o 0 0 1 0 O O 8 O DL OE S M L 3

OF ACTIVITIES AND ASSIGNING ATTRIBUTES IN ASSIGN NODDES. AT THIS
POINT, ONLY THE FORMER USAGE OCCURS IN TADZ. USERF (1) IS CALLED
TO DETERMINE THE SERVICE TIME IN A SYSTEM NODE. THIS IS ACTUALLY
TONE IN FUNCTICN SERVICE_TIME, CALLED FROM HERE. AS IN SUBROUTINE
EYENT, 1CODE 1S A SELECTOR VARIABLE, AND ALL VARTABLES AND VALLES .
C USED IN THE CALCULATIONS ARE PASSED IN COMMON BLOCKS. p

ALPHATECH, INC.

80804808 O o o 1 o 1 A M L LKL M AL ML

-

:
c
:
E LUSERF 1S A STANDARD SLAM FUNCTION, USED FOR CALCULATING DURATIONS \
E
C
c
c

REAL FUNCTION USERF {(ICODE)

-~
i

IMPLICIT NONE

-~
i

C33232INFUT VARIABLES

L

INTEGER ICODE
INPUT CASE SELECTOR

1323 22COMMON BLOCKS AND PARAMETERS

2 0y 2

INCLUDE ’DCO:PARAMETER.DIN’ .

CaxasssL0CAL VARIABLES

-
-

REAL RETURN_TIME

C RETURNS VALUE OF SERVICE TIME AT A GIVEN SYSTEM MODE :;
: ~
CIesssEXECUTABLE CODE
’ If (ICODE.EQ.SERY_TINE_CODE) THEN N
SALL SERVICE_TIME (RETURN_TINE) g
USERF = RETURN_TIME N
=l :E - ::
. WRITE (ESRCR_FILE, #) ERRCH IN USERF’

WRITE (ERROR FILE, 1} UNKNOWN FUNCTION CODE = 7 IZDDE
CALL UERR (FATAL)
ENDIF

(9}

PETURN
ND
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© SERVICE TIME (INPUT PARAMETERS PASSED IMPLICITLY IN THE
COMMON BLOCK SCOMI.BLX, BECAUSE OF THE CONSTRAINTS
IMPOSED BY SLAM) RETUANS TO THE GENEKIC SYSTEM NODE THE SERVICE
TINE AS A FUNCTION OF THE NUMBER OF REPORTS FUSED 10 PRODUCE
THE QUTPUT REPORT. IT INVOLVES MULTIPLE CALLS 70 THE SLAM
ROUTINES NFIND (FOR SERRCHING FILES YD FIND ENTITIES WITH
MATCHING ATTRIBUTES) AND COPY (70 OBTAIN THE ATTRIBUTES OF THESE
ENTITIES), REPORTS ON THE ENTRIES DETERMINED BY SERVICE_TINE TD
BE EXTRA INFORMATION ARE LOADED INTD THE COMMON BLOCK
REMOVAL _RECORDS FOR EVENTUAL DISCARDING IN REMOVE_DUPLICATE_MESSAGES
IT DOES NOT WORK TD TRY TO REMOVE THOSE RECORDS FROM THE QUELES
IN THE COURSE OF THIS ROUTINE.

J
4

THIS SUBROUTINE SHOULD BE CALLED ONLY FROM THE SLAM FUNCTION
USERF.

RLPHATECH, INC.
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SUBROUTINE SERVICE_TIME (RETURN_TIME)
IMPLICIT NONE

Cs3220UTPUT PARARETERS

REAL RETURN_TINE
SERVICE TINE RETURNED TO USERF

L
Coxsaa4COMMEN BLOCKS AND PARAMETERS

INCLUDE *DLO: SLAMPARAM.DIN’
INCLUDE "DCO:SCOML.SLN
INCLUGE "DCO:PARAMETER,DIN’
INCLUDE 'DCO:REMOVAL, INC’
INCLUDE "DCOrSOINIT.PRNW
INCLUDE "DCO:SLINIT,PRN
INCLUDE "DCOsSZINIT.PRN
INCLUDE *DCO:C2INIT.PRN’
INCLUDE "DLO:CLINIT.PRW
INCLUDE *DCO:COIRIT.PEM
INCLUDE ' DCO:SYSCOM, IND

-

SERERSEXTERNAL FUNCTIONS

I N e Y]

INTEGER NFIND
USED 7O SETUSN RANK IN 4 FILE CF AN ENTRY 4ITH GIVEN
ATTRIBUTES

INTESER NN@

......
--------




N
5 c ELAM FUNCTION RETURNS NUMBER OF ENTRIES IN A QUEUE
‘ z
Caxsess ADDED FOR EXPONENTIAL SERVICETIMES

q REAL EXPON
‘: C SLAM FUNCTION RETURNS A SAMPLE FROM AN EXPONENTIAL
, z DISTRIBUTION WITH SPECIFIED MEAN

: < CRRERasanassRasassussasasssssessssstsssy

L ~

s Z

REAL UNFRM
Y C SLAM FUNCTION RETURNS A SAMPLE FROM A UNIFORM
.' ; 2 DISTRIBUTION WITH SPECIFIED ENDPOINTS, USING GIVEN
1 C RANDOM NUMBER STREAM.
3 z ZOEICAL TRACE_ON
] X TRUE IFF THE SLAM TRACE FACILITY IS CURRENTLY ENABLED
. CHARACTER$2 CLASS_STRING

., L CONVERTS INTEBER CLASS REPRESENTATION INTD A STRING
N REAL CURR_TIME

) C OBTAINS THE CURRENT TIME

. C £3838LOCAL VARIABLES

< REAL TEMP_ATRIB (NUM_ATTRIBUTES)

.j z ARRAY FOR TEMPORARY STORAGE OF ATTRIBUTES IN ENTITIES
4 C BEING REMOVED FROM THE QUEULES

o INTEBER MESSAGE_COUNT

’ L NUMBER OF MESSAGES BEING PROCESSED BY THIS SYSTEM

< NODE IN THE COURSE OF THIS CALL

: INTEGER FILES (MAX_FILES_TO_CHECK), CURRFILE

) p TEMPORARIES TO STORE THE INDICES OF SLAM QUEUES FOR
L C USE IN SEARCHING FOR DUPLICATE MESCAGES
" -0GICAL MESSAGE_FOUND_IN_QUEUE (MAX FILES TO_CHELK)

FLAGS TO INDICATE WHETHER MATCHED MESSAGE WAS FOUND IN

. THE FILES NAMED IN ARRAY FILES,

- INTEGER RANK
TEMFORARY VARIABLES USED IN REMOVING MESSAGES FROM GUEUES
RANK PDINTS 70 A MESSAGE WITH MATCHING ATTRIBUTES
(== CORRESPONDING TO THE SAME PENETRATOR)

SEAL STORE_SYS_TARGET

. c TEMP USED TO AVOID OVERWRITING CURR_SYS_TARGET

SEAL STORE_ALERT_STATUS
SIMILARLY STORES FIRST/CONTINLED GEFORT STATUS OF

" : ORIGINAL MESSASE, AS MAINTAINED IN ATTRIBUTE 4LERT STATU

: REAL STCRE_LAST_CLASS, STORE_LAST ITEM
STOIRAGE LOCATIONS FOR NAME OF LAST SYSTEM NODE THAT THIS
MESSAGE PASSES THROUGH. THIS MUST BE PRGPERLY SAVED &0
THAT THE ALLOCATION TABLE UFDATING ROUTINE CAN PROPERLY
DETERMINE IF TYE CLRPENT MESSASE {5 THE *CURSENT SYSTEM
MESSAGE’ ABOUT THE GIVEN PENETRATOR. AND NOT AN ATTEMPT
TO PFODUCE ANOTHER FIRST REPORT (AND MENCE & MULTIPLE
ALLOCATION) SOMEWHERE,

REAL STORE_CO_DETECTICN RoT

: SAVES AND ACCUMULATES THE YALUE OF CO_DETECTION ReT, If

[ . 1

Sagie, s,

v
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ANY OF THE MERGED MESSAGES ARE MARKED AS HAVING TRACK
INFORMATION SUFFICIENT TO CONDUCT AN ENGAGEMENT, THEN
THE AGBREGATED MESSAGE SHOULD

INTEGER C_SIDE_CLASS, C_SIDE_ITEM

[ o BN BN o }

C ALSO POTENTIALLY USED IN GENERATING THE APPROPRIATE

) ENTRIES FOR LAST_CLASS, LAST_ITEM IN THE OUTGOING MESSASE
INTEGER INT_LAST _CLASS

) NEAREST INTEGER TO ATRIB (LAST_CLASS); USED FOR COMPARISONS
INTEBER I, J

C COUNTERS
INTEGER PEN

C PENETRATOR TAIL NUMBER
INTEGER CLASS, ITEM

” SYSTEM NODE AT WHICH SERVICE IS BEING PERFORMED

REAL TEMP_CURR_TIME
SAVES THE RETURNED VALUE OF THE CURRENT TIME

FROM THE VARIOUS NODE INITIALIZATION BLOCKS. THESE VALUES ARE USED

L
£
C THE FOLLGWING VARIABLES ARE USED TD STORE THE PARAMETERS EXTRACTED
e
C IN THE FINAL CALCULATION OF THE SERVICE TIME.

e

REAL FIRST_TIME

e TIME FOR A FIRST REPORT TD BE PROCESSED AT THE GIVEN NCDE
REAL CONTINUED TIME
C DITTO FOR A CONTIMUED REPORT

REAL FUSION_TIME
ADDITIONAL TINE REQUIRED FOR EACH ADDITIONAL MESSAGE TO
BE FUSED WITH THE PREVIOUSLY FOUND MESSAGES REGARDING
THE SAME PENETRATOR

REAL FIRST _MESSAGE_TIME
TINE REQUIRED TO SERVICE THE FIRST MESSAGE, DEFENDING O
WHETHER IT IS A FIRST OR A CONTINUED REPORT, INCLUDING
STCCHASTIC EFFECTS

REAL FUSION_SUM
SUN TOTAL OF TIME REQUIRED TO PERFORM FUSION ON
ADDITIONAL MESSAGES BEING FUSED WITH ORIGINAL NESSAGE--
ALS0 STOCHASTIC

REAL MULTIPLIER
IF THE NCDE PERFURMING THE SERVICE 15 NOT PERFOSMING ITS
JRIGINAL FUNCTION, IT CAN BE EXPECTED TO TAKE LONGER TO
COMPLETE SERVICE, MULTIPLIER IS USED TO ADD THAT ALTITIONAL
TERM T THE EXPRESSION FOR SERVICE TIME

[ IR I ]

[ ow BN 9 BN o ]

(e RO BN ov §

FERSRSEXECUTABLE CODE

CNE SICE EFFECT CF THIS SUNCTICN IS TO PGESIBLY RESET TRE ¥
YARTABLE ASSOCIATED WITH THIS QUELE TO TALLY THE BUSY STATUS
oF THE QUELE THIS MESSAGE WAS IUST TAKEN FROM, 70 CALCULATE
THE PROPABILITY OF JUEUEING FOR A MESSASE OF THIS TYPE

CALVIT I LI T CITCYCITLIOY LI O

IF INNQ ININT 'ATRIE (MOST_RECENT QUEUE))) ,ED., 0) THEN
XX (NINT {ATRIB (MOST_RECENT_QUELE)}) =0

LR N
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ENDIF

THE MESSAGE COMING OUT OF THIS PROCESS IS THE MESSAGE OF
HIGHEST PRIORITY FOUND IN THE CURRENT C3 NODE.

THE NUMBER OF MESSAGES FUSED TO GENERATE THIS MESSABE IS

A FACTOR IN DETERMINING THE ABGREGATE SERVICE TIME.

THE MESSAGE, HOMEVER, MUST INDICATE THAT THERE IS A CURRENT
SYSTEM TARGET IF ANY OF THE FUSED MESSAGES SAY THERE 1S, EVEN
IF THE LATEST MESSAGE DOES NOT SAY SO, SINCE ALL MESSAGES
REGARDING SYSTEM TARGETS ARE OF THE HIGHEST PRIORITY, IF THE
INPUT MESSAGE TO THIS NODE (WITH ATTRIBUTES IN ATRIB) DOES NOT
STATE THAT THE SYSTEM IS ENDANGERED, THEN NONE OF THE MESSAGES
RESARDING THIS PENETRATOR AILL, THIS ATTRIBUTE IS STCRED IN
STORE_SYS_TARGET, TO BE RESTORED TO THE FINAL MESSAGE UPON
LEAVING THIS PROCESS, SIMILARLY, IF THE REPORT BEING SERVICED
IS NEITHER AN INDICATION OF IMPENDING DANGER TO THE SYSTEM NOR
A FIRST REPORT, THEN ALL THE CTHER REPORTS MERGED WITH IT HERE
WILL ALSO BE CONTINUED REPORTS,

LC I or KO0 B o B OP B 2o I o0 J

T 15 ALSD NECESSARY TO SAVE THE LAST CLASS AND ITEM THAT THIS
MESSAGE PASSED THROUEH, FOR THOSE VALUES ARE NEEDED FOR THE
PROPER MAINTAINENCE OF THE ALLOCATION TABLE, AS WILL BE SEEN
BELOW.

'a':';“l’.’l
[ B I o BN B T o DO A v DS B o S N e S S B v N 90 BN o |

" STORE_SYS_TARGET
: STORE_ALERT_STATUS = ATRIB (ALERT_STATUS)
STORE_LAST CLASS = ATRIB (LAST_CLASS)
- STORE_LAST_ITEM = ATRIB (LAST_ITEM)
- STORE_CO_DETECTION_RPT = ATRIB (CO_DETECTION_RPT)
N Z_SIDE_CLASS = 0

ATRIB (CURR_SYS_TARGET)

< C_SIDE_ITEN =0

‘ PEN = NINT (ATRIB (TRUE_PEM_¥0))

“ ZLASS = NINT (ATRIB (CURRENT CLASS))
K- ITEN = NINT (ATRIB (CLRRENT ITEM))

. MESSAGE_COUNT = NINT (ATRIB (CURR_NUM_MESSAGES))

) 0

S C  DETERMINE WHAT FILES MESSAGES ABOUT THIS SENETRATOR MAY BE IN
Eu CALL SET _FILSS (CLASS, ITEM, FILES, ATRID)

Ny ¢

e 50 1 =1, MAX_FILES_TO CHECK

. MESSAGE_FOUND_IN_QUEUE (1) = ,FALSE.

0 ENDSO

] Z

:; DO 1 =1, MAY_FILES TO_CHECK

. SUPRFILE = FILES (1)

n¢ )

' C  CHECK EACH OF THESE FILES FOR FURTHES MESSAGES SESARGING THIS
o > PENETRATOR,
3 C

1'4

*1
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IF (CURRFILE .NE. 0) THEN
RANK = 1

- _
-

START SEARCHING FROM THE FIRST ENTRY

[y B or BE 40}

P

DONHILE ((RANK .NE. 0) .AND. (RANK .LE. NNG (CURRFILE)))
RANK = NFIND (RANK, CURRFILE, TRUE_PEN_NO, O,
1 ATRIB (TRUE_PEN NO), 0}

- - -

THESE PARAMETERS CAUSE SLAM TO LDOOK FOR AN ENTRY IN FILE
CURRFILE WHOSE ATTRIBUTE TRUE_PEN_NO IS AN EXACT MATCH FOR THE
SAME ATTRIBUTE IN THE ARRAY ATRIS, I.E. THE MESEABE REFERS T
THE SAME PENETRATOR. THE REMAINDER OF THIS DJ LOOP 15 EXECUTED
ONLY IF SUCH A MATCH WAS FOUND,

v ot eTe? MY
IO OO

[ IF (RANK ,NE. 0) THEN
b MESSAGE_FOUND_IN_QUEUE (I) = .TRUE.

y CALL COPY (RANK, CURRFILE, TEMP_ATRIE)

) MESSAGE_COUNT = MESSAGE_COUNT + NINT (TEM®_ATRIB
; 1 (CURR_NUM_MESSAGES))

SAVE THE LAST SYSTEM NODE IF THAT NODE WAS A C SIDE NOLE.

['S
Crecy s

INT_LAST _CLASS = NINT {TEMP_ATRIB (LAST_CLASS))
IF ({INT_LAST_CLASS .EQ. C2) .OR,

! (INT_LAST CLASS .EB. C1) .OR,
. 2 {INT_LAST_CLASS .EQ. CO}) THEN
) C_SIDE_CLASS = INT_LAST_CLASS

¥ C_SIDE_ITEM = NINT (TEMP_ATRIB (LAST_ITEM))
> ENDIF

. ¢

IF (TEMP_ATRIB (CO_DETECTION_APT) .EQ. TRUE)

. + THEN
0N STORE_CO_DETECTION 8PT = TRUE

N ENDIF
) I
2 IF (TEMP_ATRIS (LAST_REPORT TINE) .&T.

! ATRIB (LAST_REPORT _TINE)) THEN

. . C

- C  THE REFORT JUST RETRIEVED FROM THE QUEUE IS MOKE RECENT THAM

. S THE PREVIOUS ONE, REPLACE THE JLDER REPORT WITH THE NEWER ONE
I DO J =1, NUM_ATRIE_USED

. ATEIB (J) = TEMP_ATRIR (1)

N ENDDO
i ENDIF
oy N ~

) C G0 ON TO TME NEXT MESSAGE IN THE FILE FOR THE NEXT TIME THROUGH
. D THE LOOP

' €

‘ EANK = FONK + §

4 -
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ENDIF
ENDDO

NOW CURRFILE MAY HAVE BEEN EMPTIED OF MESSABES IN THE PROCESS
OF PERFORMING THIS MERGER. IF S0, THEN RESET THE XX VARIABLE
WHICH INDICATES WHETHER THERE IS A MESSABE IN CURFFILE, (IT
CAUSES NO HARM TO PERFORM THIS RESET IF THE FILE WAS INDEED
EMPTY ALREADY.)

IF {NNG (CURRFILE} .EQ. 0) THEN
XX {CURRFILE) = 0.0
ENDIF
ENDIF
ENDDO

AT THIS POINT MESSAGE_COUNT CONTAINS A COUNT OF THE NUMBER OF
MESSAGES FOUND THAT REFERRED TO THE TARGET CURRENTLY UNDER
CONSIDERATICN. THE FILE(S) IN WHICH ANY DUPLICATE MESSAGE 1S

LOCATED ARE INDICATED BY ,TRUE. ENTRIES IN MESSAGE_FOUND_IN_QUEVE.

THE ATTRIBUTES OF THE MOST RECENT MESSAGE (WHICH 1S NOT
NECESSARILY THE MESSAGE THAT WAS ORIEINALLY BEING SERVED) ARE
LOCATED IN ARRAY ATRIB, AND THE VARIABLE STORE_SYS TARGET
CONTAINS A VALUE WHICH INDICATES WHETHER ANY OF THE MESSAGES
INDICATED THAT A SYSTEM CCMPONENT WAS IMMINENTLY UNDER ATTACK.
NOW CLEAN UP THESE VALUES,

DO I = 1, MAX_FILES_TO_CHECK
IF (MESSAGE_FOUND_IN_QUEUE (1)) THEN

INCICATE IN COMMON BLOCK PASSED TO REMOVAL SYSTEM NODE THAT THIS
FILE MUST BE SEARCHED FOR ELEMENTS MATCHING THE PENETRATOR
NUMBER. IT WOULD INDEED BE MORE MATURAL TO SIMPLY DISCARD ALL
THE DUPLICATED MESSAGES HERE, BUT DOING SO IN THE CONTEXT OF THE
SLAM FUNCTION USERF [WHERE SERVTIME IS CALLED) CAUSES THE
POINTER MFA (WHICH LOCATES THE HEAD OF THE FREE MESSAGE SLOT
LIST IN THE CCMMON ARRAY NSET/GSET) TO BE DISLOCATED, AND SLAM
EITHER DIES FAIRLY SHORTLY THEREAFTER OR ELSE YIELDS TRUE
NONSENSE FOR THE MEXT ACTIONS.

NUM_SILES_T0_SEARCH = NUM_FILES_TD_CEARCH + 1

IF (NUM_FILES_TO_SEARCH .GT. MAX_FILES_TD_MATCH) THEN
ARITE (ERRGR FILE, £) *ERFOR IN SERVICE TINE'
ARITE (ERROR_FILE, ) ’QVERFLOW OF LIST OF FILES °,

+ "MAFKED FOR DELETICN’

ARITE (ERROR_FILE, #) °FILES NAMED 70 BE SEARCHED’
WRITE (ERRCR_FILE, &) (FILES_TD_SEARCH (1), J = !

. MAX_FILES_TO_MATCH)

CALL LERR FATAL)
£LSE
FILES_TO_SEARCH 'NUM_SILES TO_SEARCH) = FILES (I)
ATRIB_YALUE_T3_MATCH (NUM_FILES_TO_SEARCH) =
ATRIB (TRUE_PEN NO)

A-az

I




ENDIF .
ENDIF '
ENDDO

ATRIB (CURR_SYS_TARGET) = STORE_SYS_TARGET f
. ATRIB [ALERT_STATUS) = STORE_ALERT_STATUS t
IF (ATRIB (HANDOVER MESSAGE) .EQ. TRUE) THEN \

ATRIB (CO_DETECTION_RPT) = FALSE

. SINCE A HANDOVER MESSAGE IS BEING PASSED UP THE CHAIN OF
COMMAND, THE TRACK INFORMATIDN THAT MAY BE ASSOCIATED WITH THIS
MESSAGE CAN MO LONEER BE RELEVANT; IT WASN'T POSSIBLE TO PERFORM
PROSECUTION IN THE IMMEDIATE NEIGHBORHOOD

QL2 3LL O

- ELSE
ATRIB (CO_DETECTION_RPT) = STORE_CO_DETECTION_RPT
ENDIF

NOW RESET THE LAST_CLASS AND LAST_ITEM ATTRIBUTES, SO THAT ANY
MESSAGE THAT CAME FROM THE C SIDE HAS ITS SDURCE NODE PRESERVED.
THE ORDERING IS CHOSEN SO THAT IF THE ORIGINAL MESSAGE BEING
PROCESSED (I.E. THE MESSAGE AT THIS NODE OF THE HIGHEST
PRIORITY) CAME FROM THE C SIDE, THEN ITS SQURCE NODE IS THE
SOURCE NODE OF THE ENSUING MESSAGE. OTHERWISE IF ANY OTHER k
MESSAGE CAME FROM THE C SIDE THEN USE ITS SOURCE NODE, AS SAVED :
IN C_SIDE_CLASS AND C_SIDE_ITEM. IN ANY OTHER CASE IT SUFFICES £
TO USE THE MOST RECENT MESSAGE'S LAST CLASS/ITEM,

20203820000

INT_LAST_CLASS = NINT (STORE_LAST_CLASS) )

IF ((INT_LAST CLASS .EQ. C2) ,OR. (INT_LAST CLASS .EQ. C1) K

1 .OR. (INT_LAST_CLASS .EQ. CO)) THEN :
ATRIB (LAST_CLASS) = STORE_LAST CLASS
ATRIS (LAST_ITEM) = STORE_LAST ITEM

ELSEIF (C_SIDE_CLASS .NE. 0) THEN :
ATRIB (LAST_CLASS) = C_SIDE_CLASS y
ATRIB (LAST_ITEM) = C_SIDE_ITEM

ENDIF

COLLECT THE APPROPRIATE PARANETERS FOR SERVICE BASE TINES FROM
THE VARIOUS INITIALIZATION COMMON BLOCKS, DEPENDING IN THE 8
CLASS OF NODE ERFORMING THE SERVICE. OMLY FOR S2 AND CI NODES
<3N MULTIPLIER TERMS QTHER THAN | AFPLY,

(e BV B or B SV BN o 3 o }

* IF ITLASS .ED. S0) THEN
FIRST_TINME = FIRST_50_SERVICE (1TEM)
CCNTINUED_TIME = CONT_SO_SERVICE  (ITEM)

5 w ¥ v =

SUSION TIME = FUSION_S0_SERVICE (ITEM)
MULTIFLIER = |
ELSEIF (CLASS .EQ, 51) THEN
IRST_TINE = FIRST_S! SEPVICE (ITEM

SONTINUED_TIME
FUSTON_TIME

CONT_S1_SERVIZE  (ITEM)
FUSION_S1_SERVICE (1TEM)




MULTIPLIER =1
ELSEIF (CLASS .EB., SZ) THEN

FIRST_TINE = FIRST_S2_SERVICE (ITEM)
. CONTINUED_TINE = CONT _S2_SERVICE  (ITEW

N FUSION_TINE = FUSION_S2_SERVICE (ITEW)

IF (ACTUAL_S2_CLASS .EQ. S1) THEN
. NULTIPLIER = 1 / S1_S2_MULTIPLIER (ACTUAL_S2_ITEM)
ELSE
MULTIPLIER =

», ENDIF

YO ELSEIF (CLASS .EQ. C2) THEN

< FIRST_TINE = FIRST_C2_SERVICE (ITEM)

CONTINUED_TIME = CONT C2_SERVICE  (ITEM)
FUSION_TIME = FUSION_C2_SERVICE (ITEM)
IF (ACTUAL_CZ_CLASS .EG. C1) THEN
MULTIPLIER = § / C1_C2_MULTIPLIER (ACTUAL_C2_ITEM)

e B
L ]

[: ELSE
E:\' MULTIPLIER = 1
T ENDIF
- ELSEIF (CLASS .E@. C1) THEN
SIRST_TINE = FIRST_C1 _SERVICE (ITEM)

CONTINUED TIME = CONT_C! SERVICE  (ITEM)
FUSION_TIME = FUSION_C1_SERVICE (ITEM)

MULTIPLIER =1
ELSEIF (CLASS .EQ., CO) THEN
FIRST_TIME = FIRST_CO_SERVICE (ITEM)
CONTINUED_TIME = CONT_CO_SERVICE  (ITEM)
FUSION TINE = FUSION_CO_SERVICE (ITEM)
CMULTIPLIER =1
ENDIF

NOW SET THE RETURN TIME BASED ON THE VALUES HERE

(9P B o BN & ]

IF ((ATRIB (CURR_SYS_TARGET) .E@. TRUYE) .OR.
! (ATRIB (ALERT_STATUS) .EQ. TRUE}) THEN
FIRST _MESSAGE_TIME = EXPON(FIQCT_TIHE,I)
Carsassss NOTE THE CHANGE TO EXPONENTIAL FIRST SERVICE TIMES
Z13s3%4a0 THE ORIGINAL COD IS COMMENTED QUT BELOW

c
c FIRST MESSAGE TINE = UNFEN
T (LOW_LIN MULT ¥ FIRST TIME,
C o+ HIGH LIM MULT & SIRST TIME, o
ELSE
FIRST MESSAGE_TINE = UNFRN
s (LOW_LIM MULT & CONTINUED TI¥E,
+ HIGH_LIN MULT 8 CONTINUED TINE, O
ENDIF
C  IF (FIRST_YESSAGE_TINE ,5T. 15C) THEM

FIRST_MESSAGE TIME = 150

A~-43

ARt At N e, b
'&\i&i&i ., k.’h,.h"xi m*\..i.} \ N L\.:x_xg..ﬁ._s..;..: KT DA S SRS ..'.{n..._‘f;:“‘;_'h‘.z:




A % V3

[ o=

G2 S

E)

)
IR T A B,

.
14

(LN S

DAL SR A R

talala

(Rt
a¥eata’a

Pl 27 el N ]

O N

e

()

2

ENDIF

FUSION_SUM = 0.0
DO 1 = 2, MESSASE_COUNT

+
+

FUSTON_SUM = FUSION_SUN + UNFRM
(LOW_LIM_NULT % FUSION TIME,
HIGH_LIN MULT % FUSION TINE, 1)

ENDDD

RETURN_TIME = MULTIPLIER 8 (FIRST_MESSAGE_TIME + FUSION_SUM)
IF (TRACE_ON ()) THEN

WRITE (TRACEFILE, §)
WRITE (TRACEFILE, ¥) ° --- '
WRITE (TRACEFILE, §)
TEMP_CURR_TIME = CURR_TIME (1)
WRITE (TRACEFILE, §) ’CURRENT TINE = *, TEMP_CURR TINE
WRITE (TRACEFILE, #) *BEGINNING SERVICE ON MESSAGE AT °,
*NODE *, CLASS_STRING (CLASS), ' °, ITEM
WRITE (TRACEFILE, #) ’PENETRATOR TAIL NUMBER = ', PEN
WRITE (TRACEFILE, %)
IF ({ATRIB (CURR_SYS_TARGET) .£Q. TRUE) .CR.
(ATRIB (ALERT STATUS) .EQ. TRUE)) THEN
WRITE (TRACEFILE, %) ’FIRST REPORT BEING PROCESSED’

ELSE
WRITE (TRACEFILE, ) *CONTINUED REPORT SEING PROCESSED’
ENDIF
IF (MESSAGE_COUNT ,GT. 1) THEN
WRITE (TRACEFILE, #) MESSAGE_COUNT, ’ MESSAGES MERGED °,
*T0 PRODUCE THIS REPORT’
ENDIF
WRITE (TRACEFILE, #)
WRITE (TRACEFILE, 8) *FINAL SERVICE TIME = ', RETURN TIME
WRITE (TRACEFILE, #) *THIS SERVICE WILL BE COMPLETED AT °,
'TINE *, TEMP_CURR_TINE + RETURN_TIME
#RITE (TRACEFILE, #)
WRITE (TRACEFILE, 1) '
WRITE {TRACEFILE, &)

ENDIF

RETURN

ND
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AFFENDIY B:  TADLI/ODRD USEFRTZ MANUAL .
s
. ':"'
1Y
TADZ iz 2 zompliceted model caonsisting of both SLAM and
L
. Tofding. For +the purceses o+ the CRD recrezercstior ok
vused 17 thisz tacticsl scermsric, the ussr nees only bhe T
. concerned with the "input files" and implementatior -
L
procedures for- TADZ. Thiz appendis will deszribe thes input "
files reguired tc rum the model alcong with & step by step }
implementation guide. The basic format for these warbksheets )
was created by Mr. Fick Eowman, FTD/TGC [EOWMAN, 19E1. 5
',
o
Input Files
-
For TALZ to model even the simpleszst of tactical -3
{ y
szerarios, & minimum of thirty-one input files must be -
=
.
. . . . <
created by the uzer. There are four major classes of irmput
data: :
.
1. gecgrapny of the air defense zone (ADID 5
. 2. zvetem ordes of oatile N
. penetrator order of battle -
S L
. 4, control of the simulation and outputs .
.
.w
This user’e guide will escsentially abbreviate the information X
that i found :n the TADZ Uger e Guide [(Mervriman =t a1, j
¢,
19241, For mocre detailed evrclaination or descriptions of
'J'
E( - 1 :\
b' \
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‘: thesze inout riles, refer o that reference. Several of trhes

. nput Files, althouah needed to run the model, do not regquire
.l

aI . . -

' user manipulation fcr the tactical sceraripo used hars. Cese
-,

4, -

M files will not be described in this appendi:. however the

F 2:xamples of each type of input file are provided in Agpenddin
W

- . -

L e

~

> - - s B . . .

5 SYELIM.DAT. Thise $file iz the first +ile read, sirce 1t
: ‘ Tontsine dimenszioning dats for several other input files.

g . )

A =lements 1n the T system being

o modelsd, to imclude the number o+ "nodes" in the network, the
i mumber of penetrator tvpes, and the number of paths or routes
Y

N

- used by those penetrators. All these parameters are bounded
2B

-

* Ey limite which are set in the global parameter file. Care
- ghould be taken not to exceed these limits, although the
S
L~ .
... current limits are set well above the numbere required to

~ model the szenar:c for the thesis. Arother "caveat': it is
g critizal to keer the parameters consistent across the imput
Y

. tilesz, =2g these numbers are used in the loading of the comman
"

- . : -

b blocks and arrayes used in the simulation.

- .

e

l.,

g

- o

_ FARAMETER VALUE

)
‘ !‘

f‘ o=, o - = ~l

o) MUMBER OF F77s (NUMRADAR)

[

. o
A MUMBEFR 2F 2772 (NUMSO)

N vomess aF slos ouumst

- o .




NUMEBER
NUMEEFR
NUMEER
NUMEEFR
hMUMEZER

K iy

NUMBE =

T

s (NUMSZ)

1l

n

Core (NUMCI)

mn
i

(NUMCL 2

n

Cohe (NUMCO)

FENETESTOR TYRES

FENETEATOR FATHE

(MUMFEMTYFES)

(HRUMPATHS)

MUST

mucT

Vo

i}
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Rox.DRDAT. The BT files inmclude =ite and tvge intormaticon
<o eazh vadar set modeled 1n the svstem. ir this szenario,
B ] - - ) -
there are 7 F "z model=d: +our SEM locatione and three EW
madarE. The EW radars are co-located and are needed to model

gmestatior in the $cllowing example deszribes the reguired

FoRAMETER VHELUE

LOCATION: LAT., LONGS, ALTITUDE
(FROLOCATIOMN)
TENTHZ OF DESBREEEZ, METERS
¥ALTITUDE IMNCLUDES ANTENNA HEIGHT

IDEMTIFIZATION QF RADAFR TYFE:
(ROTYFRE:
RELATIVE FOSITION IN EXEC FILE
E.5. THE FIFTH RADAF ON THE LIST
1% RADAR TYFRE ©

HOMEBER OF MASEING ANMGLES WHERE TERRAIN
MASHF ING OCCURS:
(HUMMASHANGLES)

1l
M
jeo

13>

HZIMUTH £
ANGLES ABWJE

STRUCTURE/HARDMNEZS DEEIGNATION “0OF RADAR:
(ROZTRICTURED
NOT USED, BUT A& NMUMBER MUET RBE INFUT

£h

. aE - e & o . &

e e e e m o e s .

e e e e e . > B . . . e —————ww e w B B T RS



NUMEER: 0F =Y SURERVISORE FOR THIS R
(NOROSC)  CAN ONLY HAVE CINE!
k)
§ s
INDEX OF THE £ SUFERVISOR:
(IROS0)  RELATIVE FOSITION IN EXEC FILE
TIME TO FROCESS FIRET FEPORTE (SECONDE) :
~ (ERSTROZERVICE)
TIME TO FROCESS CONTINUED REFORTE (SECONDS) :
(CONTROSERVCE)

TIME TO FUSE TWO MESSEAGREES:
3 {FUSNROSERVICE)

ia’a

- ava a e s

s a2 a A4

B-5
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SO . DAT. These +i1les contain the descriptions of the

YV

f » &7z in the network. The information reguired is quite
i

. similar to the R:,.DARAT files. For the tactical scernari1o

.. . s TR
b zhosen for this orocject, the number of 57 7s is equal to the

n.' . (-

- number o+ & 7=, Again, the svplainations in the examcle file
}:

g should clearify any guastions that ariss. One caution in this

* )

- . . .. e .

- file: whzrn describing the comnectivity from the S7, this

o

Xy . A =1 =

& node —=n bs linked to either an 87 or an 57 node but not

<

< . S Q. .

Soth. The regiarn of respansibility for an 8 is defined

o

-~ imglicitly as the union of the regions of &ll the radars that
o repo-t o to it

. FARAMETEFR VALUE
-

a\'.

LOZATIOM: LAT, LONG, ALT
’ TENTHE (OF DEGREES, METERS
. (SOLOCATION)

- STRUCTURE /HARDMESS DESIGNATION: 1
(SOSTRUCTURE)

53 NUMEEE CF ! GSUFERVISORS FOR THIS
o 87 (NOQEDEL )
h-. MUST RE EITHEFR O OR 1 -

. Can BE LINKED WITH &N s! or &=,

BUT NGT BOTH!

L

INDEX COF El SUFER (IEQE1):
RELATIVE FOSITIOM Inl EXEC FILE
LEAVE BLANE IF NO 57 SUFERS

= ORORRAR |

A

BCA AR

%
JERRN |

a
»
.

.
‘.‘l
.

T e N N

49y




- ¢
NUMEER OF CQ MNODES CONNECTED 70 THIS EJ:
(NOSO:R) MUST RE EITHER o OR 1, CAM BE LINFED

TD & C7 DR C7 BUT NOT BOTH!

. . O g [
INDEY OF 7 SUFER (IS0OZ0):

. RELATIVE FOSITION IN EXEC FILE
ELANN IF NO G LINE
. NUMEER OF C1 CONMECTIONS (NOSGC1):
{ MUZT BE O OR 1
,
. tnpEx oF o) SURER (1S0C1):
L
:
; NUMEER [OF £ GUFERVISORS (NOSOST) :

MJET BE O OR 1

INDEX OF 52 SUFER (IS082):
LEAVE BLANK IF NONE

TIME TO FROCESS FIRST REFORTS (FRSTSOSERVICE)
IM SECONDE

TIME TO FROCESS CONTINUED REFORTS
(ZOMTSOSERVICE):  IN SECONDS

TIME TO FUEE TWO MESSAGEES ON SAME TARGET
TFUENZOSERVICE)Y : IN SECONDS

E-7
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same information
1 ) -
The &7 node is found one
“ metwork. he last two

and

muzst be

reconfigured when nodes are destroved by the attacking

Thiz effort did not employ thie capability of

interested user is referred to the T&LZ User’s

more information on this subject [Merriman et al,

FARAMETER

LOCATION (S1LOCATION) :
LAT, LONG, ELEV.

ETRUCTURE/HARDNEES (S1STRUCTURE) @

NUMEER OF £ SUFERS FOR THIS Sl:
MUST BE © OR 1

NUMEER OF ol LINKE TO THIG
(NOS1C1) MUST BE O OR 1

INDEY OF THE Cl SUFER (IS1C1):
F:-

RELATIVE FOSITION IN EXEC FILE

" .',‘." o -,’-‘_ & ‘-I'-'I'.'-".'." N



Y ey L and A gl a4 L andk 4
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35 TIME FOR FIRST REFORTS:
FRETSISERVICEY IN SECONDE

TIME FOR CONTINUED REFORTS:
(COMNTELISERVICE! IN SECONDE

TIME TO FUSE TWD REFPORTE (FUSNSISERVICE):

FELATIVNE PRIORITY FOR THIS 51 TO REFLACE
£ (S18ZSELECT):
INFUT REQUIRED, BUT NOT MODELED IN THIS
SCENARTO

Ei FERFORMANCE CAFPAREBILITY AS b 1
(S1E2MULTIFLIERY % OF ORIGINAL S

CAFPABLITY

B-©
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5S:uu.DAT. The &% nodes are vet another step up the

networl: Y“chain'. These nodes are described in the same

. 1 ' : .
manner as the £ and £ nodes. The regicn of responsibi- 1ty

. - . . . . . =)
of the &< iz the union of the regions defimed inm the &7 and

o

mn

imrput files "below" or reporting to 1t.

FARAMETER VaLUE

LOCATION (SZLOCATION? @
TENTHS OF DEGREES, METERS

STRUCTURE /HARDNESE (SZSTRUCTURED & 1
NMOT USED IN THIE SCENARIO, BUT
MUZET INFUT A NUMBER!

NUMEER OF C° SUFERES FOR THIS ©: 1
(NOS2CT) MUST BE 11
INDEX 0OF C° SUFERVISOR (ISZCD) 1

FELATIVE FOSITIONM IN EXEC FILE

FIRET REFDORT FROCISSE TIME (FRETSZEERVICE) @

COMNTINMUIED REPDRT SERVICE TIME (ZOMTE2SERVICE) @

FUSION TIME FOR MESSAGES (FUSNSIZSERVICE):

E-10




¥
4
ll
.l
b
v
K
d
Coou. BT, Thie file contains the information describing
[\
¢
; this ~.rev or unper level of the "command" struscture of the
)5 ‘ netweri, Ao erplizit gecgraphic area of responsibilit,y ig
given im this file, This ares iz actuslly the outer boundary
X .
% . or cverall S40I regizcn. The elevations of the boundary poirts
y , _
. ars not reguired here as the airspace 1s assumed tg extend
~ \d from the ground to infinity above the defined region. MNote
: thet there are no networl connections described in this file.
Y
Y -
A All required connections are given in the approprisates €7, CI,
and EU input files.
1
!
>
FARAMETEFR VALUE
E LOCATION (C2LOCATION):
- LAT, LONG, ALTITUDE
.. TEMTHZ OF DEGREES AMD METERS
“~
- STRUCTURE/HARDNESS DESIGNATION (CZSTRUCTURE) @ )
: NOT USED, BUT INFUT IS REGUIRED
“
i .
NUMEEFR OF C° EDUNDARY FOINTS (C2GEOUND):
- . MAX aF 20 FOINTS TO DESCRIEBE THE AREA OF
-, RESFONSIBILITY OF THE C©
S
] LAT, LONG 0OF BOUNDARY FOINTS (CZBOUNDARY): LAT LONG
- TENTHS OF DEGREES
. FIRET CJ SERVICE TIME (FRSTCZSERVICE): O
'J IN SECONDE~-TIME T0O MAKE ASSIGNMENT
W MODELED A% O IN THIS SCENARIO
.,
~
..'
N
?4 E-11
\.’




~

COMTINUED C° SERVICE TIME (CONTCZSERVICE):

IN SECONDS

TIME TO FUSE TWG MESSAGES ON SAME TRACK:

(FUSNC2SERVICE) IN SECONDS
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L

: Cius.DAT. Thie file contains the infor.uation describing
o

’5 , the command level just above the missile sites. In the TAZS
R

. scenario this node reprecsents the ADLD located in the CRC.
.

* *

2

Y FARAMETER VALUE
. LOCATION (C1LOCATIONY:

A LaT, LONG, ALT (TENTHE OF DEGREES)

S

<

: STRUCTURE (C1STRUCTURE)

- NOT USED 1IN THE TACTICAL SCENARIO 1

-

@

s NUMEER OF BOUNDARY FQOINTS (C1GEROUND)

(MAX OF Zo)
jj LAT, LONG OF BOUNDARY FOINTES (C1EOUNDARY) LAT: LONG:
v (TENTHE OF DEGREES)

2'_; -

NUMBER 0OF CY SUFERVIESORE (NOCICZD)

e (EITHER o OR 1) 1
-

3

- INDEX OF C° SUFER (IC1CZ)

- (RELATIVE FPOSITION IN EXEC FILE

LEAVE BLAME IF NONE) 1

_?. TIME TO EVAL ASEIGNMENT STATUE AND

Q . MAKE ASSIGMMENT OR HANDOVER (SECONDS)

L (FRETCISERVICE) O
o )

" TIME TO S?MD TRACE DATA TO C's

: . UNDER Z° COMTROL (SECS)

v (CONTZLISERVICE) O
-.:'_'
N

N

o

N B-1T
b

..1

22

»
L
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TIME T2 FUSE MESSA
(FUSMCISERVICE Y

RELATIVE FRIORITY FOR T
REFLACE Y (0O = NQT &
(CI02SELECT)

:1 FERFORMANCE AS :; (v OE
ORIZIMAL C7 CARPARILITY)
(CLOOMULTIFLIER

..' RN "-'\1 - .:‘..1-_..- “,....'_'. _'.;_'.‘_. ’.;‘. .-\(_’.-‘.- .

ON SAME TRACH

W .'-._'-.\- N

€ 8 1+ s

¢« e e

o> e o 2 e .
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Thiz file containms the path data for the

routing of the ensmy penetrators. The differernt routes are

indexad szquentially and are addressszed by thie index number

i other nartzs of

the code e.g. (FPENTIM.DAT).

FARAMETER

VALUE

MUMBER OF FOINTS IN PATH/ROUTE
MEX OF ZE FOIMNTE (NFGINTSI)

LAT, LOMG.ALT OF EACH FPOINT ALONG
FATH (TEMTHES OF DEGREES, METERS)
(IPOINTSIH

¥¥ FIRST FOINT,.OF THE FATH MUST LIE
OUTSIDE OF C° EOUNDARY AND ALL
RADAF COVERAGE, INCLUDING LINE OF SIGHT!!

¥ THEGE INMFUTE ARE REFEATED FOR THE
DESIRED WNUMEBEFR OF FATHS. ENSURE THE NUMEER
OF FATHE EQUALE THAT SET IN SYSLIM.DAT.




FENST.DAT. Thise +file contains

gifferent nenetrator types being modeled

MNUMBEF DEFIMED MUST AGREE WITH SYSLIM.DAT.

L]
Excamnlas: i=Fouxbat, Z=Floager, IT=hear. Mayimum of 4 tvpes
M e aecribed, The relative position of the penstrator 1n
. thiz File dster-minss the prosecution pricrity  of that Yyvoe
€.73. type 1 is the highest priority.
FARAMETER VALUE
OF PENETRATOR TYFE 1
TYFED
FENETRATOR VELDOCITY (M/BELQL)
(FENEFREEID
CEMETRATOR RADAR CROSS SECTION (M™)
{FEMNCRUES)
NUMEEFR OF WARHEADS BY TYFE CARRIED
EY THE FEMETRATOR. MUST HAVE S ENTRIES
EVERN IF LEZS THAMN 2 WARHEADS DEFINED IN
WRHEAD. AT FILE. (FENBOMES) E.G. 4,8,0,0,0
. Elm ¥ SR (WeTTE s MHEDD
TEDY REQUIRPES TwWo YaLUES., Znd NAOT
CURRERTLY USED (ECMFOWER)
. ¥ FREFEAT THE ARDOVE VALUES FOR UF TO 4 FPEN_TYFRES.
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]
4
L]
¢
r
] Fraik.DeT. This “ile comtains the information for tre
B gsnzrt range Fli's of the penetratorsz againet the fig-ter
]
intercestors (FI=), The "matrix" gice will be the number of
: panstrator Yyoomes by Yhe nombes of Fl1 otypes as defined 1 the
)
o L d S — — P e e vy PR :
. FEMST . DAT and WEFSEALDAT IMNFUT {iles respectivelv.
4
. -
2 EAFAMETEFR VALUE 1
- S —— . ", - - - - - - "
2 FROBABEILITY OF FILL MATRIY FI1-1 FI-2 FI-2 ...
) (FEN_OM_UNTT) !
S FEN-1 )
- [
S FEM-2 )
. 4
: FEN-T i

" FEN-4

¥ VAalLUES I THE MATFIX RANGE FROM O TO 1.4, THESE VALUEE
SHOULD OMLY BE NOM-ZEFO IF THE FENETRATOR ACTUALLY HAS THE
CARARILITY TD FIRE SHORT RAMBE GUNS OR MISSILES AGARINZT Fl s,

Wy NS

-
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LIS N s
ALTHLE CL N RN ¢

FARAMETER

MMEER OF RERMETRESTOFR WARHEAD
TE L RIUMWRHESDS)

WaRHEAD FANGE IN METERS
(WHFANEE?

TYFES

WarHEAD CLAEE (1 ERAVITY BOME;

I=SELF-FROFELLED)
(NWHTYEE

WaEEHEAD SFEED IN M/3EC
(WHEFEEL )

WAFHESD YIELD IK
(WHY TELD:

FILOTONS

R-1&

VALUE

Pl

iy

B A S Sl e A ‘e 4l A 8




AD-A172 447 R SINULATION RIRLVSIS OF AN AUTOMATED IDEITIFICOTIN 3/3
PROCESSOR FOR THE TR.. CU) AIR FORCE INST TECH
IGHT-PATTERSON AFB OH SCHOOL OF ENGI..
UNCLASSIFIED R C MACFARLANE ET AL. JUN 8 F/G 17277
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#
4
¢
3
i)
¥
iU
\J - - A . . .
; WEHEAD, DAT, This cata file contains the specificaticns
» . ftor the warhesdsz for the penetrators. These warhesd types
< zan be detined whether or not the Fb'e are greater tharm -ero
f in the FHEELVLDAT file.
v . FARAMETER VALUE
i MUMEBER OF FENETRATOR WARHEAD TYFES
¢ MaxX OF 2. (NUMWRHEADES)
A WARHEAD RAMGE IM METERS
. (WHFAMNGE)
‘ WakHEAD CLASE (1=GRAVITY BOME;
S=SELF-FROFELLED)
{ (NWHTYEE)
wf
P
s
- WAaFHESD SFEED IN M/SEC
(WHSFEEL)
. WARHEAD YIELD IN HILOTONS
(WHYIELD)
<
& -
. L
>
~I
]

E-18&
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WHFEARA. DAT. Thise $ils containe the data +4or the weapons

intercectors and the suwface to air

he pentrators {(e.g. alir-to-air micsiles,

FARAMETERE VALUES

NMUMBER OF FI WARHEAD TYFES
(FI_MUM_WH) INTEGER NCG.
E.G5. AIMT, AIM?, GUNS = Z

NUMEEFR OF MI (SAM) WARHEADE
(MI_NUM_WHY INTEGER NO.
E.G. HAWE MISSILE = 1.

MATRIY OF WARHEAD FE' = FEN#1 FEN#Z
ROWE = WH TYFES,
COLUMNE = FENETRATOR TYFES

(FH_SS)

NM2. OF WARHEADS FER SALVO
FOR EACH WH TYFE, INTEGER
(SET TO ONE IN THESIS)
(SHOOT:

MAXIMUM LAUNCH RANGE FOR EACH
WARHEAD/MISSILE TYFE, METERS
¥XEET TC O FOR MI WH's
(RLAUNTH)

. copuE e~ 3L . T - e et et e e, . et am e
R Cm o e A - P e T e e et
Nt Sl el I de s W . LS AR G O R S R R A R AL NS TR




MINIMUM ASFECT ANGLE FOR FI WH's
XINFUT FOR GIR TO AIR MISSILES ONLY
UNITS = RADIANS (ASFMIN)

- e

MAX IMUM ASFECT ANGLE FOR FI WH's
{ASFMAX)

WARHEAD SFEEDE IN METERE/CEC
FOR ALL WH TYFEE (YWHEARD)

MATRIX OF FIGHTER INTERCEFTOR WH LOADE

ROW = WH TYFES, COL = FI1 TYPES

(INITWH? AIM7
AIM?

GUNE

E-20
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FI TYFE 1

FI TYFE Z
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BASES.DAT. Thice file eimply lists

int

i'ﬂ

arameter +for fighter service timees.
P =

example of this file.

FAFRAMETERE

FIGHTEFR "TURN" TIME AT THE BASE
UNITE SRE SECONDE (BASESERVICETIME)

NUMEEFR OF AIRBASES, MAX OF 10
RECOMMEND ONE BASE FER CAF
(NAIRBASES)

LOCATION OF AIRBASES
LAT, LONG, ALTITUDE
TENTHE OF DEGREES AND METERS
OME LINE FER BASE (BASELIST)

ceptor bases and their locations,

Appendi «

»

the fiaghter

There i also a

has an

VALUES

4
»

A

P P T )

- R,

,,..--
| ) 4 - Vo

b B e o 30 et It S

-y e e v e,
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FPENTIM. DAT. Thie file containe parametere that TADI

uses tco generate penetrator arrival times. The parameters

-

describe 'pulsec" along a penetrator path. Each pulee 1¢ :

» -
characterized by the five parametere listed below. Thie file E
ie perhape the most difficult to understand. Refer te the 3

- Fe
TADZ User e Maunuzl for further deteils [Merriman et al, t
1984:2,.541. An example i supplied in Arppendin L. s

) —
\ \ \ .

\ \ \ ;

\ \ LANBDA_INIT *

\ \ \ : -

\ \ -— :

\ .

\ \—TAU_R_INIT TAU_F_INIT—=\ _

\ .
\————T_PULSES_INIT (THE INITIAL TIME OF THE PULSE) .

:

WHESE : P

LAMEDA _INIT = MAYIMUM ARFIVAL RATE OF THE FENETRATORE 1N -

THE FULSE (NO. QOF FENETRATORS FER SECOND), LAMEDE_INIT > O, ?

A

T_FULSEE _INIT = TIME 1IN EECONDE AT WHICH EACH FULEE §

BESINS, MUST BE GREATEL THA™ OF EQUAL TO ZERO. i
TAEI_F_INIT = 7THE LENGTH OF TIME OVEF WHICH THE ARRIVAL ;

FATE O THE FENETRATORS INCZREARSES (SECONDS:', MUST BE GRELTEFR THAN .

. OF EGUAL 70 ZERD. »
¢ TAU_C_INIT = 7THE LEMETH OF TIME COVER WHICH THE ARRIVAL )
FETE  OF THE FENETRATORS REMAINS  COMETANT (SECONDE:, MUST  ERE ‘

GREATEF THAN OF EGUAL TO ZERD. ‘

(

TARU_F_INIT = THE LENGTH OF TIME OVEF WHICH THE ARFIVAL i

FATE OF THE FENETRATOREI DECREARSES (SECONDES)Y ., MUST EBE GREATER THAN s

OF ECQUAL 70 ZEFRO. )

-
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-

NN
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¥x MNOTE:  THE NUMEER OF FENETRATORE FOUMD IM & GIVEN FULSE

DEFINED BY THE AREA OF THE FULSE AES SHOWM AROVE, I1.E.

AREA = LAMEDA_INIT ¥ (TAY_F_IMNIT/Z + TAU_C_IMIT + TAU_F_INIT. L.

EXaMELE: DEFINE ONE FEMETRATOR FER PULSE, ...

LET TAU_F_IMNIT = ©

: TAU_F_INIT = O3 TaU_C_THIT = i
LAMEDA_INIT = 1.

+ a4

THE AREA OF NUMBEFR OF FENETRATORE IN THE FULSE WILL EBE....

I¥O/2 + 1 + 0/2) =1

====_: A SINGLE FPENETRATOR WILL ARFIVE BRETWEEN T

T_PULSES_INIT AND T_FULSES_INIT + 1 SECONDS

FARAMETER VALUE

NUMEEFR OF FATHS USED BY FENETRATOR
CANNGT EXCEED NUMEER IN SYSLIM.DAT
(N_RAID_FATHS)

xxx F0OR EACH FATH YOU DESIRE TO "SEND" FENETRATORE DOWN,
FOLLOWING FARAMETERS MUST BE DEFINED...

THE ESFECIFIC FATH USED IN THIS FULSE
FELATIVE FOSITION IN FATHSI.DAT
(RAIDFATHS)

NUMEER OF DIFFERENT FENETRATOR TYFES
USED ON THIZ =ATH (NFTYFES)

¥  FOR  EACH FENETRATOR  TYFE USED OM THIE FATH, DEFINE
FOLLOWING FARAMETERS. ..

FENETRATOR TYFE USED
(FTYFES)

NUMBER OF ARFRIVAL FULSES FOF
EACH FENETRATOR TYFE (NFULSEINIT)

B-2T
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¥ FOF EACH FULSE DEFINE
FARAMETERS FOR EACH
INDIVIDUAL FULSE (FULSE)
LAMEDA_INIT
TeU FE_INIT
TAU_C_INIT
TAU_F_INIT
T_FULSES_INIT

NOTE: THIS FILE EESSENTIALLY CONSISTS OF TRIFLE NESTED LOOFS....

I = 1 TO NUMBER OF RAID FATHS
J = 1 TO NO. OF PENETRATOR TYFES ON THE FATH

k.= 1 TO NQ, PULSES FPER FEN. TYFE ON THE FATH

B-Z4




\

CCy.DAT. This +ile tvpe contains the imformaticn that

E £, R LA
describes the T "¢ in the scenario. There can be two types

PO N

of C "g: the FI and MI or fighter and SAM types. Within +the

file or seaquence of files the FI Co’s must be definec +<irst.

Some parametsrs in this file are specific to only cone or the .
cther of the types (MI or FI). These will be pointed out in

the folliowing parameter lict,

FARAMETER VALUE

c” TYFE DESIGNATION
EITHER FI OF MI (COTYFE)

c” OFERATES AUTONOMOUSLY ;

TRUE OF FALSE (COAUTO)

(@]
LOCATION OF THE C
LAT, LONG., ALTITUDE (COLOCATIGON) b

STRUCTURE DESIGNATION (COSTRUCTURE) 1

>
P 4

m
t2in
mm
IANS]
TN

n

NTS IN C° EDUNDARY
S (COGEDUND

I

LAT. LONG OF EBOUNDAFRY FOINTS LAT LONG

MI CY LETHAL SEGION OF COVERAGE
EXFRESSED AS FARAEOLOID WITH :
XG = LAT. FKANGE: YO = LONG. RANGE: p
70 = ALTITUDE RANSE; ALL IN METERS '
(COFEOUND)  %USE DUMMY VALUES FOF FI.




N

%

g

P

:l

- {

NUMEER OF c! eurere FoR THIS ¥ \
(COC1) !
™~

A \1

41

INDEY OF c! SUFER (RELATIVE POS ITIUN N

IN EXEC FILE) LEAVE BLANK IF NOQ C' SUFER. N,
(ICOCT) ax

v

NO. OF = SUFERZ FOF THIS G- Lf
(COCT) :
INDEY OF C° SUPER, LEAVE ELANE IF NONE '
(IC0CD) "
TIME TO FROCESS FIRST REFORT (FRETCOSERVICE) -
. '}

TIME TO FROCESS CONTINUED REFORTS %
(CONTCOSEFRVICE) o
TIME TO FUSE TWO MESSAGES ON SAME TARGET ry

(FUSNCOSERVICE) .

C'

. ]

LOITEF FOINT FOR FI C° %
LAT, LONG., ALT (LOITEEFOINT) §

¥ LEAVE ELANK IF MI C-

4

BASE THAT SERVICES C° AIRCRAFT S
RELATIVE FOSITION IN EASES.DAT FILE "
(EASENUMEEFR) LEAVE ELANE IF MI &
NUMEEE OF GCI OF FI g CONTEOLLERE o
AVAT_ABLE FOR THIC (NUMOFSERVERS -
N

TOTAL NUMBER OF FI/MI TYFES...
FOFR ¥, SFECIFY TOTAL NO. OF FI TYREE
FOF MI, SFECIFY TOTAL FI & MI TYFRES
(MUNITYFES)

A

.‘
by
BE-D6 Y
LY

e e tmta "
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THE  FOLLOWING ENTRIEZ SPECIFY THE TYFES OF FI OF MI A7 THIS ¢
THESE TYPES  AFE  DEFIMED IN THE WEFARG.DAT FILE UMEF T,
SEQUENIE WI.E. TYFE 1,I,... N ,LE. 4 ARE FI TiFEZ
MoLLE. 14 ARE MT OTYFEZD,  EVEN THOUGH & MI T° DI
Fl'e @&nD POSSIELY NOT CERTAHIN TYFES OF MI's, T&
ENTRY EAT Y I ‘

. o

ACCORDINE
AND MI T

COMES
START 5L LOJF: 2 = 1 T3 NUUMITTYPES....

NUMEEZS DF ONTITE BY TYRE (NUMUNITS)
EOROFIOTHE MOL OF FLIGHTS
FOF ML THE NUMBEFR OF LAUNCHERES

¥ SET = ¢ IF THIS J (M1 DF:(.)FI TYFE)
DO MNIT EXIET &7 THIS CF

INDEY OF NIT TYFE CORREEFONDING
TO FOITIOMN IM WEFARA.DAT (COUNITS)

NUMEEFR 0OF WEARONE FER UNIT (INITWEAFONE:
FOF FIs, MO, OF AIRCRAFT FER FLIGHT

E.G. T.2,.C
FOF Ml'e, MNC. OF MISSILES FER LAUNCHEFR
E.C. T,3,2,3

URIT CONTROL FOLICIES (INITCONT
ONLY TEQUIRED FOR FI's
SFECIFY FOF EACH FL1IGHT
E.G. TITE,TITE,LOQ5,L00S...

URIT T47T0e cIMITUMITETET:

B FI's, SFECIFY FOR EACH FLIGHT

E.G. LOIT,LOIT

¥ OMLY LOIT 1S ENEBLED IN CURKEMT TADZ
FOR MI'e, STATUS OF EACH LAUNCHER

E.G. READ,READ,FEAD
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o

) Eiecutive File. This file "tells" TADI where to look
:{ +or the reguired i1nout detasa. TEST.DAT i= the fi1le name used
K -

E in thie tactical version. Within TEET.DAT, the files are

- simply listed im 2 logical order along with some

3 R dozamartation concerning the purpose of the various input

- files, Tris is a simple but important input file. FRefer to
A ‘ Append:: C for an example.

N RADAR:.DAT. The technical specifications for each radar
t tvoe wsed 1 the simulation are included in this file. For
§ this scenarios, only two different types are used: the TFS47
‘; EW radar and the HAWKE acquisition radar. The variable

- NUM_F&DAR_TYFE must be included as the first input inm the

5 firet radar file read in, but is not included in subseguent
: Cagdar files. In thie case, NUM_RADAR_TYFE is set eqgual to C
. Z1nIE there are two radar types modeled in the scernario.

i Conssquently, there should be two radar files created

o

3 ‘RRDART.DAT and FADARZ.DAT for enample).

.): *

y

.: FADARTAR.DAT. Thiz file containe the radar pulse

R integratian takle. Thie table contains the signal-to-noise

>, rat:c {(cP’ needed to allow for a S0% chance of detecting a
3

% ’ terget given & certain number of integrated pulses. This

¢

y tfiqure s ueed 1n the calculation of radar burnthrough ranae.
% Rppendz: T zontains wortbing enamples of the two radar +iles.
3

o
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} THIZ I3 THE EXSTUTIVE DATA SET FOR THE TADZ SIMULATICN,
5 COKTAINED IX THIS FILE IS ALL STATIC CONTROL DATA LOADED FROM
H DIsK
H

. B SvsLIH
B
B SFECIFICATIONS [N THE VARIQUE NUMBERS OF SYSTEM TYPE ELEMENTS
B IX THE 03 2V3TEN
B

‘o PTEITIIVELINGL DAY

!
B RADAF
B

- B RADAR SET SPECIFICATION DATA
B

*TEST:RADARL.DAT
TEST:RADARZ. DAY’
*TECT:RADARZ, DAT?
*TEST:RADAR4, DAT’
?TEST:RADARS. DAY’
*TEST:RADARE.DAT’

" TEST: RADARTAB.DAT’

>
-

ROINIT

INITIAL RADAR SPECIFICATIONS

o o OO o e

TTEST:ROIECTLLDAT?
"E.t RCZECIZLDAT?

TTEET:ROIGLIN.DATY

"TEST:RO48AMI. DAY’
*TEET:ROSSAMI.DAT’
*TEST:ROZSAMI.DAT’
*TEST:R07SANS. DAT’

SOINIT

INITIAL S0 BRETTFICATIONS

wm om0ty e

*TEETLE0IECIL.DAT
- TTESTiSC26CI2 AT
*TEET: 503BCIZ. DAT”
*TEST:S045AM!L AT’
*TEET:S0TSAMZ, DAT'
'TEST:S065ANZ, DAT?
> TEST15075AN4, DAT’

SLINIT

[ J-- . B 4

INITIAL S SPECIFICATIONS

»
L]
.
-
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]
B
B
B
B

TTEET:S10L DA

gamIT

INITIAL SI SPECIFICATIONE
PTEST:SZCL.ORT"

CTINTT

INITIAL 22 BPECIFICATIONS

’ T;nv LT DAT;

sTiL2el,
CLINIT

INITIAL C! EPECIFICATIONS
TTEST:CI0LLDAT?

Com:T

INITIAL CO ASSETE
THE DATA FILES FOR THE CO ASSETS

TiCOIFILDAT?
:C02FIZ.DAT?
OIFIZ.OAT'
04X AT’
T:COSMIZ. DAT’
TEST:COGMIZ.DAT?
’T:S..uO’HX4.DAT’

€S
£eT
LA R
T:
T2

At
T
TEET:C
vl
CT.P
G
g

TE
"TE
'TE
WEPARA

EYSTEM WEAPON PARAMETERE
'TEST:WEFARA, AT’

WHPARA

EYSTEM WARMEAD PARAMETERS
" TEST: NHPARA, DAT’

COPARA

CO PARAMETERS

~\

‘
fa’

CA A A A ]

-

BN, (e

o @ o ¢ ¢ ¢

T A A

.
R
(
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1,
Kl
’
)
o
ot
"
! *TEST:COPARA, DAT"
::1 1
' B BASES
) B
" B LOCATIONS OF SYSTEM AIR BASES
‘ B
q - *TEST: BASES. DAT'
" t
B PATHS!
‘ y B
S E PEKETRATION PATH DATA
'y Y
}\ B
by PTEST:PATHSL, DATY
[~ '
B PENSI
N B
e B DESCRIFTION OF THE PENETRATOR TYPES
’° B
',\
e *TEST:PENSI.DAT’
1 s
B PENTIN
s B
s B PENETRATION RAID GENERATION DATA
.-; B
A * TEST:PENTIN, DAT'
). ‘
B TARGET
B
N B SPECIFICATIONS FOR PENETRATOR TARGET STRIKES
y B
Y
= "TEST:NOTARBETE, DAT*
" 1
. B WRHEAD
; B
> B CAPABILITIES OF THE PENETRATOR WARHEADS
.: B
- * TEST: WRHEAD. DAT’
'
B COORD
iy * E
.‘“‘
) B THE COGRDINATE INFORMATION BLGCK
| : B
;]
p3 *TEET:COORD. DAT”
Y . ,
_ B PXELK
& ;
- B PX'S FOF PENETRATORS AGAINST UNITS
L’ B
e *TEZT:PKELK, DAT”
..
(
" B COPR]
‘ B
s
N
A C-5
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DEDERINE CF 3ERYVICES FOR THE OO QUEYES

*TEETLOPRL, 24T

ETRUCY

HAFONESS TYPES OF CI SYSTEM ELEMENTE
*TEST:STRUCT.DAT

RUNCZN

EYSIUTION CONTROL DATA

' TEST: RUNCON, DAY’

ELNTON

CONTRCL DATR FOF SLAM

*TEST: SLMCON. DAT”

ETTCON

CONTROL OF STATISTICS COLLECTION. AND NUMBER QF REPLICATIONS
*TEST:STTCON.DAT”

REEELE

AGEREGATE STATISTICS OPTIONS

*TEST: ASEFLE,DAT’

EEEDE

INITIAL VALUES OF THE RANDOM NUMBER SEEDS
?TEST: SEEDS!, DAY

CMINGT

MESSAGE DELAYE (PERHAPS GENERATED BY THE COMMUNICATION MODELS)

*TEST:CMINPTZ, DAT?

SWITlH

CENTRALIZED OF DECENTRALIZED EXECUTION

*TEET: SNITCHES. DAT'
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cvgi '™

el

INFESER Numes
NUMRADAR

7

INTESER NUMSO
NUN50

7

INTEGER NUMS1
NUM3 1

1

KUME2

1

NUMC2

!

INTEGEP NUMC!
NUNC1

!

INTEEER. NUMCO
NUMCO

7

INTEGER NUM_P

NUMPENTYPES
5

INTEGER NUMPA

NUMPATHS
8

DAfimmmmmmeeee

EN_TYPEG-----

THG-=mmemeem

NUMEER OF RADARS IN THE CT SYSTEM

NUMBER OF S0°S IN THE CT SYSTEM

NUMBER OF 5!°5 IN THE [ SYSTEM

NUMBES OF S2°S IN THE CI SYSTEM

NUMBER OF C2'5S IN THE C3 SYSTEM

NUMBER OF C1°S IN THE C3 SYSTEM

NUMBER OF CO’S IN THE C3 SYSTEM

NUMBER OF PENETRATOR TYPES ACTUALLY
----USED IN SCENARID

THE NUMBER OF PATHS USED IN THIS
SCENARID

.

O I I IO
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" ARARARS

r
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RADARSED

FOR 1=1.NUM_RADAR_TYPE SPECIFY THE FOLLONING

T <D

1 I=2
: REAL RADAR_FREQUENCY (1)-----RADAR CENTER FREGUENCY (MHI)
RFREQUENCY
) 3000
, REAL RADAR_PONEF (1)---RADAR TRANSMISSION PONER (KW)
s ¢ RPONER
X 6.7
, v REAL RADAR_PRF (1)----RADAR PULSE REPETITION FREQUENCY (PPS)
T RPRF
258
V  REAL RADAR_PULSE_WIDTH{1)-----RADAR PULSE WIDTH (MICRO-S)
e £ RPULSENIDTH
’ 6.5
¢ vV  REAL RADAR_SWEEP_RATE (1)-----RADAR ANTENNA SWEEP RATE (RPM)
€ RSWEEPRATE
b
. v  REAL RADAR_BEAMWIDTH(I)------- RADAR ANGULAR BEAMWIDTH (DEG)
4 € RBEAMMIDTH
J 1.1
1 vV REAL RADAR_ANTENNA_GAIN(I)----MAXINUM RADAR ANTENNA GAIN (DB)
€ RANTENNAGAIN
] 36
vV  REAL RADAR_NAX_ALT(1)=-------- RADAR MAX HEIGHT FINDING ALTITUDE (KM)
€ PMAYALT
20
Vv REAL RADAR_TRANS_LOSS(1)==---- RADAR TRANSMISSION LOSS FACTOR (ND)
©  RTRANSLOSS
4
N Vv  REAL RADAR _REC_LOSS(1)---m=--- RADAR RECEPTION LOSS FACTOR(ND)
oy F KRECLOSS
: 1
¥ V  RADAR_TYPE=--mmmm=ccenme EARLY WARNING (EW) DR ACBUISITION (ACO)
x £ RTYPE
. EW
N v INTESER RALAF_RESGRT CY[LE------- NUMBEF OF SWEERS BETNEEN REPORTE
T FREPIRTCVCLE
N {
<
P
{
4
4
4

» o




8
v
v
» v
Vv
) v
- Vv
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v
v' 14
-
) v
. v
Vv
. F
. v
Vv
v
, Vv
v v
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P
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F
) v
]
' c
Vv
v
- v
t
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| ]
o v
N v
v
('V\c
(Y
X
R AT

ROINIT

RADAR SPECS

I=!
REAL RO C°_LAT(I),R0_CP_LONG(I).RO_CP_ALT(D)
ROLOCATION
100E3, 142,5€3, ©
INTESER RO_RADA _SET([}-n=-nnmmm=nnn- RADAR SET TYPE FOR THE RO SITE
ROTYRE
5
INTEGER N_MASK_ANELE(I)=-=n=e==n----- THE NUMBER OF MASKING ANGLES AT
-------------- A RADAR SITE
NUMMASKANGLES
4

FOR J=1, N_MASK_ANSLE(I), SPECIFY THE FOLLOWING
REAL PSI_MASK{1,J),EPS_MASK(I,J)--THE REFERENCE AZIMUTHS, ELEVATIONS
FOR MASKING AT A RADAR SITE

MASKANBLES

0,0

90,0

18¢,0

27¢.0

INTEGER RC_STRUCTURE(I)----STRUCTURE TYPE HOUSING THE CP

ROSTRUCTURE

1

INTEBEF NC_RO _S0(])e--cmmemonccmnen NUMBER ©OF 50 SUPERVISORS FOR RO!I)
TAN ONLY HAVE ONE SUPERVISOR

NORDSO

1

INTEEEF 1 RO _S0{I,1)-=cememovenn INDEX OF THE S0 SUPER FOR THIS RO{I)

1R050

1

REAL FIRST_RC_SERVILE(I}-=e=sse- FIRST RO SERVICE TIME

FRITROSERVICE

0.%

REAL CONT_FO_SERVICE(I}ememmcee- CONTINUED RO SERVICE TIME

SONTRISERVICE

0.0

REAL FUSIGN_RO_SERVICE(I)------- FUSION RO SERVICE TIME

FUSNROSERVICE

0.0

S1INIT

THIS BLOCK CONTAINS THE INITIAL 51 SPECIFICATIONS
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SLINIT

INITIAL 51 SPECIFICATIONE
FOF 1=1,NUMS! SPECIFY THE FOLLOWING

I=!

REAL €1 CF_LATID) B _CF_LDNs{D),B1 _CF ALTID)

g nnannN

1COES, 1OCET, ©

INTEBEE G _STRUCTURE!]}----=-- STRUCTURE DESIENATION
S1STRUCTURE
1
INTEEER NO_B1 Elll}eewommcmcenems NUMBER OF S2 SUPERVISORE FOR S1(I)
£i82
NOBISZ
1
INTEEER 1 81 S1!I,1}emmmmmemcmes INITIAL Sz SUPERVISCRS FOR Si1(I)
18152
1
INTEBEF N{ 51 _Ci(I})===mmmmemem-a- NUMBER OF C1 SUPERVISORS FOR SI(I)
51t
NOS1CY
0
INTEGER I_5! Cl{I 1) ==mmmmemenmmm INITIAL C1 SUPERVISORS FOR S1(I)
188
REAL TIRST_E1_SERVICE(I}-=vmmmm- SERVICE TIME § FOR S
SLINIT
FRETSISERVICE
1.0
REAL CONT_§1 _SERVICE(])m=-wmmemn SERVICE TIME 2 FOR S!
CONTSISERVIEE
0}
REAL FUSION_S1_SERVICE(])---=--- SERVICE TIME I FOR 51
FUSNSISERVICE
¢
INTESER S1 57 2ELEIT!!Mammmmcomena- SUBSTITUTE PRIORITY
5{S28ELECTY
0
REAL S1_S2_MULTIPLIER(I)=--====m- SUBSTITUTE MULTIPLIER
SIS2MULTIFLIER
i
C-10C
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& COINIY
v
v FOF I=!.NUMIC SROVIDE THE FOLLDKING
v
v I=]
v
‘ v INTEGER  COTYR(D)--omoooommem- CO TYPE DESIENATION (FI OR MI)
< COTYRE
Fi
v LOGITAL CO_RUTE(I)vommmmmmame- CO AUTD CLASS ICENTIFIER (TRUE FDR AUTD)
¢ v NZ AUTONZMOUS OFERATION ALLOWEL FOR CAPS
F COAUTE
T

V. REAL  COCP_LAT(I),CC_C®_LONG!I},CO_CP_ALT(I)
o IN METERZ!UILIM
F COLCCATION

90E7. 145E3, 0

v INTZZER  CO_STRUCTURE({I)-~meue- STRUCTURE DESIBNATION
: COSTRUCTURE
1
v INTEGER C0 & BOUNM ) =eemeemm NUMBER OF GRID POINTS FORMING
v eseeeees THE BOUNDARY OF CO
F COBBCUND
4
v REAL CO_LAT_BOUND(I,J),CC_LONE_BOUND(I,J),d=1,C0_6_BOUND(I)
v  emeeeeees LATITUDE AND LONGITUDE POINTS OF THE BOUNDARY

v IN METERGI!tetrt
z COBOUNDARY
<. 140E3
(2B, 130E3
1082, 199X
5. 19083
v REAL CO_F_BOUND(I,Z)-=---- X0,Y0,20 SPECIFICATIONS FOR A PARABOLCID
R COINIT
F COFBOUNE
2.0,0
v INTEGER NG _CC Ci(I)=mmmemmam- NUMBER DF C! SUPERVISORS FOR CO(I)
s cect
. F o NOCOD
o]
Vo INTEEER 110 CU(I,1)mmmmemme- INITIAL C1 SUPERVISORS FOR CO(I)
v INDEY OF C1 SUPERVISOR
F 1002t
- ) INTEGEF NG _CO_Cifl}--=--cme-- NUMBER OF CZ SUPERVISORS FOR LO(I)
| cet2
F NOCoLZ
i
v INTEBEE I_CO_Citl,1)mmmmmmeme INITIAL CZ SUPERVISORS FOR CO(I)
s 12022
{
REAL FIFST_CO_SEGVICE(I)---"mmmn SERVICE TIME ! FOR CC
E COINIT

B e . PR
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\)
):
F FRSTCOSERVICE
N 50
* v REAL CONT_CO_SERVICE([)=mmmmemnn SERVICE TINE 2 FOR CO
. T DONTCOSERVICE
Y 0.0
e v REAL FUSIGN_CO_SERVICE (1} =mmmmnn SERVICE TINE T E0F (O
N . £ FUSNCOBERVILE
i 0.0
' ¢ FOR COTYP=FI, CPECIFY LOITER LAT.LONG.ALT, BASE NUMBEF
: v REAL CG_LOITER_LAT.CO_LOITER_LONE.CO_LOITER ALT
- F o LCITEREQINT
W 30E7, 14SE7, SEZ
" V  INTESER  BASE_NUMEER
(5 £ BASENUMBER
1
INTEBER  NUM_OF SERYERS(1)----NUMEER OF CO SERVERS
- £ NUMDFSERVERS
:
N v NUMBER OF SIMULTANEGUS INTERCEPTS BY GC! CONTROLLEF
-_' v
* V. INTEGER  N_UNIT_TYPES(I)-mn-n- NUMBER OF UNIT TYPES
- v NUMBER OF DIFFERENT TYPES OF FI AS DEFINED IN NEPARA
- F NUNITYPES
- !
=, v
vV FOR EACH UNIT TYPE PROVIDE THE FOLLONING FOR J=!,N_UNIT_TYPES
y 3 15 THE INDEY FOF THE FIGHTER TYPE
- v st
% v
-, V. INTEBER  N_INIT_UNITS(I,J)----INITIAL NUMBER OF UNITS BY TYPE
A v NUMBER OF FLIGHTS OF THIS TYPE
- B FIUNIT
' T MUMUNITS
~ 10
. V. INTEGER  CO_UNIT TYPES(I,])---SPECIFIC CO UNIT TYPES
‘: = COUNITS
> !
) v THIS IS THE INDEX OF THE FI TYPE FROM THE WEPARA FILE
v
T Y FOE vzi, N INIT UNITE(I,J) SPECIFY THE FOLLOWING:
4 v K IS THE INDEY FOF THE TOTAL NC. OF FIGHTER TYPE J
’ INTESER  INIT_WEAPONS_UNIT(I,J,K)----INITIAL NUMBER OF WEAPONS PER UNIT
4 v NUMBEF. OF AIRCRAFT PER FLIGHT
R F INITWEARONS
-] 2,2,2,2,2.2,2,2,2,2
o, v
” V. FOR COTYP(I)=F] SPECIFY THE FOLLONING:
+, v
99 V. OINTEGER  INIT_CONT(I,J,K)--mmmmemmnnv INITIAL UNIT CONTROL POLICIES
20 e ———— FOUR LETTER LITERALS
- R FORMATTED:  AO01,A002,...,A010
> e —— 10 MAYINUM PER LINE
%
-
t4 c-12




W T <

V

INITOONT

L00E, LDCS, LO0S, 1008, LOCE, LO38, LOCS, LC0E, LOOE, LD0E
ONE ENTRY REGUIREL FOR EACH FLIGHT OF FI(D)
INTEEER  INIT_UNIT ETAT(I,J,K)--mmmm- INITIAL UNIT STATUS
{"READ’ , 'LOIT
INITURITSTAT
LOIT, LOIT,LCIT, L0017, LEIT, LEIT,LOIT, LOIT, LOTT, LeIT

END CF CILE

C-1=

. "BASE")

T r s
O

Fare

;
v
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BEXXRA: PRSP AAS  NAALAE

n“.

~L

COINIT
FOF 1= NUMCO PROVIDE THE FOLLOWINE

1=4

IKTEBER  COTYE(])=emcmomnmme- CO TYPE DEEIGNATION (FI OF MD)

COTYPE

M

LOEISAL CO AUTEEID) -mmmmmmme e CO AUTC CLASE IDENTIFIER (TRUE FOR AUTD)
AUTINDMOUS OFERATION ALLOWED (TRUE/FALSE)

CORLTE

c

REAL CO_CF_LAT(D),CO_CF_LONG!1},CO_C7 ALT(I}

COLOCATION
160E2, 145E3, 0
INTEEER  CO_STRUCTURE(T)------- STRUCTURE DESIGNATION
COSTRUCTURE
!
INTESER £0_6_BOUND (1) -=-n=mn~ NUMBER OF GRID POINTS FORMING
-------- THE BOUNDARY DF L0
COGBOUND
4
REAL  CC_LAT_BOUND(I.J),CC_LONG_BOUND(I,J),J=1,C0_6_BOUND(I)
--------- LATITUDE AND LONSITUDE POINTS OF THE BOUNDARY
IN METERS! 1 11ont
COBOUNDARY
120E3, 143E7
1993, 155E3
199€7, 199E3
110EZ, 199E3
REAL  CC_F_BOUND(I,3)------ X0,Y0.20 SPECIFICATIONS FOR A PARABOLOID
COINIT
COFPOUND
3083, 30€3, 100
INTEBER NG_CO_C1(])-nmmmmmmmmm NUMBER DF C1 SUPERVISORS FOR CO(I)
CAN ONLY HAVE ONE SUPERVISOR

rare
[P

NJCCEH

I

INTEBER 1 _C0_CI(I,1)----ommmn INITIAL C1 SUPERVISORS FOR CO(I)
INDEY OF ACTUAL Ci SUPERVISOR

1€0C1

1

INTEGER NO_CO_C2(I)----=-""-- NUMBER OF CZ SUPERVISORE FOR CO(I)

coz2

NGLOCZ

0

INTEEER 1_CG_C2(I,1)=mmmm=emn INITIAL CZ SUPERVISORS FOR CO(I)
CAN ONLY HAVE A C! OF A C2 SUPERVISOR

Ifoc:

.....
.
s e




vV OREAL FIRST_CO_SERVICE(])-=-n---~~ SERVICE TIME ! FOR CO
R COINIT
F FRSTCOSERVICE
0.0
Vv REAL CONT_CO_SERVICE (1) =mmmm==n- SERVICE TIME 2 FOR CO
. & CONTCOSERVICE
0.0
V. REAL FUSION_CO_SERVICE(])------~ SERVICE TIME 3 FOR C9
€ FUSNCOSERVICE
0.0
v V. FOR COTYP=FI, SPECIFY LOITER LAT,LONE,ALT, BASE NUMBER
vV  REAL £0_LDITER_LAT,CO_LOITER_LONG,CO_LDITER_ALT
F LDITERPOINT
V. INTEGER  BASE_NUMBER
F BASENUMBER
V  INTEGER  NUM_OF_SERVERS(I)----NUMBER OF CO SERVERS
v NUMBER DF FIRE CONTROLLERS AVAILABLE
F NUMOFSERVERS
3
V INTEGER  N_UNIT_TYPES(])=n---- NUMBER OF UNIT TYPES
E NUNITYPES
v
V. FOR EACK UNIT TYPE PROVIDE THE FOLLOWING FOR J=1,N_UNIT_TYPES
v
Voo Jet
v
V  INTEBER  N_INIT_UNITS(I,J)----INITIAL NUMBER OF UNITS BY TYPE
R FISTUFF
F NUMUNITS
0
INDEY OF CO UNIT TYPE
COUNITS
1
£ INITHEAPONS
v
F INITCONT
v
. F INITUNITETAT
v
v o=
v
¥ INTEEER N_INIT_UNITS(I,J)-=--- INITIAL NUMBER OF UNITS BY TYPE
* E NUMUNITS
b

v
v INTESER  CO_UNIT _TYPES(I,J)---SPECIFIC CO UNIT TYPES
F COUNITS
2
v THIS IS THE INDEX CORRESPONDINE TD THE WEPARA FILE

<

FOR K=1 N_INIT_UNITS(1,2) SPECIFY THE FOLLOWING:

....................
.........

--------
- - - g
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INTEBER  INIT_WEAPONS_UNIT{I,J,K)----INITIAL NUMBER DF WERPONS FEF UNIT
INITNEAPDNS

- -

3.2,3,3.1.3
geavIvy g

FOF COTYP(1)=FI SPECIFY THE FOLLOWING:

INTEEER  INIT_UNIT_STAT(I,J,K})----=-- INITIAL UNIT STATUS
{’READ* , "LOIT" , 'BASE")
INITUNITETAT
REAT, REAL, REAL, REAL, READ, REAT
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PATHSI

PATHS! CONTAINS PATH DATA

FOF I=1,NPATHSI INPUT THE FOLLOWINE
I=]

INTEGER N_PCINTSI(N_PATH MAY)-THE NUMBER OF POINTS ALONG EACH PATH
NPOINTSI

2
FOR J=1,N_POINTSI SPECIFY THE FOLLONING

FEAL PATH_LAT(I,J) PATH_LONG(I,J),PATH_ALT(1,J)
IPOINTS!

49527, 190E7, 90
12083, 190£3, 90
5, 190E3, 90

I=2

INTEEER N_POINTSI(N_PATH_MAX)-THE NUMBER OF POINTS ALONG EACH PATH
NPRINTS!

2
FOR J=1,N_POINTSI SPECIFY THE FOLLOWING

REA™BL  PATH_LAT{I,J),PATH_LONG(I,J),PATH_ALT(I,])
IPCINTSI

J00EI, 1433, 90
93EZ, 143E3, 90
T, 145E3, 90

=2

INTEEER N_PCINTST(N_PATH_MAX)-THE NUMBER OF POINTS ALONG EACH PATH
NPOINTSI

3

FOF J=1,N_POINTS] SPECIFY THE FOLLOWINE

REAL  PATH_LAT(I,J),PATH_LONG(1,J),PATH_ALT(I, 1)
IPDINTSI
502€3, 1373, %0

10SE3, 137E3. 9%

5, 137EL 90
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v
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.
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1=4

INTEGER N_POINTSI(N_PATH_MAX)-THE NUMBER OF POINTS ALONE EACH FPATH
NPOINTS] ‘

3
FOR J=1,N_POINTE] SPECIFY THE FOLLGKING

FEAL

1PRIKTS]

SO4ET, 105EZ, 90
110ET, 103EZ, 90
5, 100EZ, 90

FATH_LAT(1,0),PATH_LONGIL, ), PATH_ALT(L. D)

I=

wen

INTEGER N_POINTSI(N_PATH_MAX)-THE NUMBER OF PCINTS ALONG EACH PATH
NPOINTS]

2

FOR J=|,N_PUGINTS] SPECIFY THE FOLLOWINE

REAL
IPQIKTSI
49CET, O5ET, 90
115€3, 933, 90
, 95ET, 90

PATH_LAT(1,J),PATH_LONG(1,J),PATH_ALT{I,J)

5
Iz4

INTEBER N_PCINTSI(N_PATH_MAX)-THE NUMBER OF POINTS ALONE EACH PATH
NPOINTS]

3
FOR J=1.N_POINTSI SPECIFY THE FOLLOWING

REAL

IPDINTSI

S00E3. HOEZ, 90
120E3, 40EZ, 90
5, H0EZ, 90

PATH_LAT(1,J),FATH_LONG(1,J) FATH_ ALTII, )

g
I=7

INTEGER N_POINTSI(N_PATH_MAX)-THE NUMBER OF POINTS ALONG EACH PATH
NPOINTS!

3
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b
L]
o
"v
g v
-\ V. FOR J=!,N_POINTSI SPECIFY THE FOLLOMINE
v
; V. REAL PATH_LAT(1,0),PATH_LONG(1,0) PATH ALTII,])
2 T IPOINTSI
A 45657, 53E7, 50
' 130E3, S3EL, 90
5 , 533, 9
. v
: v I=§
R v
V. INTEGER N_PDINTSI(N_PATH MAX;-THE NUMEER OF POI.. . ALONG EACH PATH
| T NPDINTSI
" v
2
> v
LY
. V. FORA J=!.N_PDINTSI SPECIFY THE FOLLOWING
Y v .
g Y REAL PATH_LAT{1,Ji PATH_LONG(1,J),PATH_ALT(1, 3
£ IPDINTSI
501E%, 1082, 90
. 100E7, 10E3, 90
V§ 5, 10E3, 90
i v
v END OF FILE
vy
v
4
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PENSI
FOR 1=1.NUM_PEN_TYPES, SPECIFY THE FOLLOKINE

I=!  BOMBER/FIGHTER BOMBER

INTESER PEN_TYPES(])=mmsvnmmmme THE SPECIFIC PENETRATOR TYPES

PEX_TYPE

1

REAL PEN_SPEEL ([} --m=mmennmv THE PENETRATOR SPEED

PENSPEED

260

T 1 R—— THE PENETRATOR RADAR CROSS-SECTION

PENCRO3S

50

INTEGER PEN_BOMBS(I,5)-<---c--- THE NUMBER OF BOMBS OF EACH TYPE
CARRIED RY THE PENETRATORS

PENSONBS

§,8,0,0,0

REAL ECK_PONER {1, 2)=e=nmmmnm THE ECM PONER FOR TWD TYPES OF
TRANSMITTERS (WATTS/MHZ)

ECMPONER

0,0

I=Z  FIGHTER/FIGHTER ESCORT

INTEGER PEN_TYPES (1) ===mnmmmme THE SPECIFIC PENETRATOR TYPES

PEN_TYPE

REAL PEN_SPEED(I}wmmmmmm=emm THE PENETRATOR SPEED

PENSPEED

)

Y — THE PENETRATOR RADAR CROSS-SECTION

PENCROSS

10

INTEGER PEN_BOMBS(I,5)--------- THE NUMBER OF BOMBS OF EACH TYPE
CAPRIED BY THE PENETRATORS

PENBOMBS

4,8,0,0,0

REAL ECH PONER11,0)-=mmmmmmm THE ECM POWER FOR THD TYPES OF
TRANSMITTERS (NATTS/NHI)

ECMPONER

9,0

END OF FILE

C-20
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INPUTS TC THE SYSTEM ARE DESCRIBED IN TERMS OF PULSES ALONG
A BIVEN PENETRATION PATH, EACM PULSE IS CHARRCTERIZED BY
v FIVE PARAMETERS, AT SHOWN BELON,

v
v BLOCK *PENTIM' CONTAINS PENETRATOR ARRIVAL TIME INFLTE
v
v

. v
v / y (==m-
v ¥ A ;
v /1 A !
v ;o Py LAMBDA_INIT
i > v ;o by :
v 2 LN e
‘1 v A A A A
= v e TAU_C_INIT-=mmmmmeee LA
i v ' !
- v ! t==-TAU E_INIT TAU_F_INIT---!
X v ;
- v t-----T_PULSES_INIT (the initial time 0f the pulse)
s v .
V. THE NUMBER OF PENETRATORS FDUND IN A BIVEN PULSE WILL BE
" V. LAMEDA_INIT ® (TAU_E_INIT/2 + TAL_C_INIT + TAUF_INIT/2),
v
4 v
. V  INTEBER N_PAID PATH§--=-cmmemmmmeme THE NUMBER OF PATHS USED FOR RAIDS
) £ N_RAID_PATHS
8
v
y V. FOF I=1,N_RAID_PATHS, SPECIFY THE FOLLOWING:
y v
) A O
. v
V. INTEGER RAID_PATHS(])==-nmmmmmmmemm THE PATH USED FOR THE RAID
- £ PENTIMSED
v F FRAIDPATHE
N !
.: Vv
< V INTEGER M_P_TYPES(l}-==nm-emcmamneme THE NUMBER DF PENETRATOR TYPES USED
T NPTYPES
’ N 1
N v
- R PATHPEN
: V. FOF J=1,N_P_TYPES, SOELIFY THE FOLLOWING:
- £ PTYPES
* v
y J=!
X v
- V. INTESER P_TYPES(],])=mmmeeememmnnn THE PENETRATOR TYPE USED
" 1
V. INTEEER N_PULSE_INIT(I,J)-mrmmmemen THE NUMBER OF ARRIVAL PULSES
€ NPULSEINIT
: 10
‘ v
” C-Z1

.........
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FOF ¥={,N_PULSE_INIT, SPECIFY THE FOLLOKING:

«T VY < & S =T

REAL LAMBDA_INIT{I, S K) = THE DISTRIEUTION FUNCTION VALLE ;
v FEAL TAU F_INIT(I, 0 K) mmmmemme THE FIRST PULSE PHASE VALUE
v REAL TAL_C_INITUL, & K e em e THE SECOND PULSE PHASE VALUE

v REAL TRY_F_INITIL,J, ) mmmmmemme THE LAST PULSE PHASE VALLE

BRI

v FEAL T_PULSES_INIT(I,d,K)===m=- THE ETART TIME OF THE FULSE

REAL LAMBDA_INIT(I, ] K)memmmmmn THE DISTRIBUTION FUNCTION VALUE =

v REAL TRU_R_IKIT{I, J, k) sememmeeme THE FIRST PULSE PHASE VALUE

»

o
...'

v REAL TAU_C_INIT{1,J K} ~emmmmmeen THE SECOND PULSE PHASE VALUE

.','-' -

v REAL TAU_F_INIT{I, K} ~mmmmmmme THE LAST PULSE PHASE VALUE

v REAL T_PULSES_INIT(I,J,K)--=m"mn THE START TIME OF THE PULSE

.« e
5 v el

PULSE
REAL LAMBDA_INIT(I,],K)~=mmmmeem THE DISTRIBUTION FUNCTION VALUE :
0.5 .

v REAL TAU_R_INIT(I,J,K)~mmmmaamnn THE FIRST PULSE PHASE VALUE
v REAL TAU_C_INIT(I,d,K} »emmmemmen THE SECOND PULSE PHASE VALUE
v REAL TRU_F_INIT(L,J,K) ~mmmmmmmmm THE LAST PULSE PHASE VALUE

V. REAL  T_PULSES_INIT(I,J,K)--ennm- THE START TIME OF THE PULSE :
30 A

PULSE

REAL LAMBDA_INIT(1,],K)=memmemm THE DISTRIBUTION FUNCTION VALUE

0.5 .
v REAL TAU_B_INIT(I,J,K)~=mmcmcenn THE FIRST PULSE PHASE VALUE ,

L=l B i g
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REAL
REAL

REAL
43

PULSE
REAL
o3
FEAL
0
FEAL

REAL

REAL
60

K=b

PULSE
REAL
0.3
REAL
0
REAL
8
REAL
@
FEAL
73

i
~

[SA N
> r

> o
~ o
m

”y -
=

m
P~

oi-'o‘u.x:oo:nc:m"u
>
F=

REAL

~0
<

TAU_C_INIT(1,,K) =mmmmnemen THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,J,K)mmmemeen THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J K} =mem-nn THE START TIME OF THE PULSE
LAMEDA_INIT(Z,J,K) =mmmmmmee THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(1,] K} =rmmmmmmee THE FIRST PULSE PHASE VALUE
TAU_C_INIT(1, K} =mmmemmmnn THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I, ] K} =mmmmmmmmm THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J K}=mnmmmn THE START TIME OF THE PULSE
LAMBDA_INIT(I,J,K)-=mmmmmem THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(1,,K) =mmmmemonn THE FIRST PULSE PHASE VALLE
TAU_C_INIT(I, 1K) mmmemmmm THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,, K} =mmmmmmmmm THE LAST PULSE PHASE VALUE
T_PULSES_INIT(1,J,K)=-=mmon THE START TIME OF THE PULSE
LAMBDA_INIT(I,3,K) --=-mmmnn THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT{1,J K} =mmmesmmen THE FIRST PULSE PHASE VALUE
TAU_C_INIT(1,J,K)=mmmsmmen THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J,K) mmmmmmmmen THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J, K} ===n-n- THE START TIME OF THE PULSC




k=8

PULSE
FEAL LAMBDA_INIT(],],K)=mememmen THE CISTRIBUTION FUNCTION VALUE
0.5
‘ vV REAL TAL F_INITULL O H) mmmem e THE FIRET PULSE PHASE VALLE
U
v REAL TAL C_INITHLL D M) mmmmmmmees THE CECOND PULSE FHASE VALUE
3
. v FIfL TR P INITHL O B mmmmmme e THE LAST PULSE PHASE VALUE
4]
v REAL TORULEES INITII, ] K emeeen THE START TIME OF THE PULSE
1pe
v
v
v ¥=9
Vv
F PULSE
V REAL LAMBDA_INIT(],J,K)mmmmmmmen THE DISTRIBUTION FUNCTIGN VALUE
0,9
. Vo REAL TAU & _INIT(1,J,K)=mmmeemems THE FIRST PULSE PHASE VALUE
$
&) 0
{j V REAL TAL_C_INITOL, 3 K) mmmmm e THE SECOND PULSE PHASE VALUE
3
v FEAL TAU_F_INIT(L, ] K} mmmmmmmme THE LAST PULSE PHASE VALUE
0
v REAL T_PULSES INIT{],J K)=eemmwe THE START TIME OF THE PULSE
120
Vv
)
v ¥=10
v
F PULSE
. v REAL LAMBDA_INIT!I,J,K) wmmmmmmes THE DISTRIBUTION FUNCTION VALUE
X 2.5
B vV REAL TAL_F_INIT(1,J,K) -=memenme THE FIRST PULSE PHASE VALUE
0
e . v FEAL TRU D INITUL ) K mmmmmmmeee THE SECOND PULSE PHASE VALUE
N 3
S~
:5 v REAL TAU_F_INITIL, 0 M mmmmmmmees THE LAST PULSE PHASE VALUE
0
v REAL T _PULEEE INIT(],J,K)==mmme- THE START TIME OF THE PULSE
. 135
v
v
v
) FOR I=1,N_RAID_PATHE, SPECIFY THE FOLLOWING:
v
v 1=2
v
v INTEGER RAID PATHS!I)eomococococann THE PATH USED FOR THE RAID

C-24
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B

R PENTIMSEQ

F FRAIDFATHS
v R
h V  INTEZEE N_P_TYPEE{])mwemememmessaan THE NUMBER OF PENETRATOR TYPES USED =
T NPTVDES
4
o
V
R PATHREN
V. FOF J=!,N_P_TYPES, SPECIFY THE FCLLOKING:
. T pTVEES
y
Voo let
y .
V. INTEBER P_TYPES(I,])==mmmmmmmmmeeee THE PENETRATOR TYPE USED .
INTEBER N_PULSE_INIT(I J)-m-mmmeems THE NUMBER OF ARRIVAL PULSES :
T NPULSEINIT ¢
10 )
; .
V. FOR K={,N_PULSE_INIT, SEECIFY THE FOLLOWING: "
v
]
: v :
\ F PULSE 2
V  REAL LAMBDA_INIT(I,],K}==mmmmmm- THE DISTRIBUTION FUNCTION VALUE
2.5
V  REAL TAU_R_INIT(1, ] K} mmmmemmeen THE FIRST PULSE PHASE VALUE p,
0 ¢
V. REAL TAL_C_INIT(I,],K)=mmmemmmms THE SECOND PULSE PHASE VALUE p
a f
v  REAL TAU_F_INITUI,d,K) mmmmeemeee THE LAST PULSE PHASE VALUE
(4 .
Vo REAL T_PULSES_INIT(I,],K)=mnmmmn THE START TIME OF THE PULSE -
0 :
v .
Vo KsZ
v .
. F o PUEE .
V. REAL LAMEDA_INIT(I,3,K)=mmmmmemm THE DISTRIBUTIGN FUNCTION VALUE .
0.5 .
V  REAL TAU_F_INITUI,J K} mmmmemeeme THE FIRST PULSE PHASE VALUE J
0
. vV PREAL TAU_C_INIT{I,3,K)mmmmmmeme THE SECOND PULSE PHASE VALUE
8 :
vV REAL TAU_F_INIT(1,],K)memmemeem- THE LAST PULSE PHASE VALUE .
0
Vv PREAL T_PULSES_INIT(I,J,K)=emmo- THE START TIME OF THE PULSE 3
15 :
v .
vV oooKs? .
v

.
.
.
.
L)
PO,
o




.

.
ke

PULSE
REAL
0.3

FEAL

REAL

REAL

REAL
45

PULSE
REAL

14
0.3

REAL

FEAL

REAL
0
REa.
50

K=b

PULSE
REAL
0.3
FEAL
0
REAL
8

TR SO DR AT TR D P Vo IS -_“1‘ e

LAMBDA_INIT(1,2,K) === THE DISTRIBUTION FUNCTION VALUE
TAU_FE_INIT{I, 3 K} =-mmmmmmmn THE FIRST PULSE PHASE VALLE
TAU_C_INITII, ] K} ommmmmmeee THE SECOND PULSE PHASE VALUE
TRU_F_INIT(L, K mommmmemee THE LAST PULSE PHASE VALUE
T_PULEEE INIT{I. I ¥)=mmmmmn THE START TIME OF THE PULSE
LAMELA_INITII O K} =eemmmmms THE DISTRIBUTION FUNCTIDN VALUE
TAU_F_INIT(D, ], K} -mmmmmeme- THE FIRST PULSE PHASE VALUE
TAU_C_INITIL, 3, K - THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J K} -mmmmmmee THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)-==mmm- THE START TIME OF THE PULSE
LAMBDA_INIT(I,J,K)--------- THE DISTRIBUTIDN FUNCTIDN VALUE
TAU_R_INITIL,3,K)-mmmmmen THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,d Ky ommmmmmn THE SECOND PULSE PHASE VALUE
TAU_F_INITUL, J,K) =mmmmmmeme THE LAST PULSE PHASE VALUE
TPLLEES INITHL LK) =vmmmmsT THE START TIME GF THE PULSE
LAMBDA_INIT(],],K}=mmmmemm- THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(I,J,K) =mmmemmeam THE FIRST PULSE PHASE VALUE
TAU_C_INITUL, J K} ommmmm s THE SECOND PULSE PHASE VALUE
C-26
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¥
o
¥ Vo OREAL  TAUF_INITHI,J,K)ememmmmees THE LAST PULSE PHASE VALLE
o 0
V. REAL T PULSES INIT(,J,K)=------ THE START TIME OF THE FULSE
N 75
A v
v v
e v ke
g v
F PULSE
R V. REAL  LAMEDA_INIT{I,J.K)=-=mmnnmv THE DISTRIBUTION FUNCTION VALUE
. s
b ‘. . Ve J
3 Vo OREAL  TAUE INIT{I,J,K)ememmmens THE FIRST PULSE PHASE VALUE
!'. 0
- Vo OREAL  TALC_INITHI,J,K)-mmmmmmmv THE SECOND PULSE PHASE VALUE
8
. V. OREAL  TALF_INIT(I,J,K)=mmmmmemv THE LAST PULSE PHASE VALUE
j 0
v V. OREAL  T_PULSES_INITI,I,K)=--enn- THE START TIME OF THE PULSE
N 90
: v
" v
v k=8
*
v
Ll
2 F o PULSE
-] V  REAL  LAMBDA_INIT(I,J,K)=--mnnnnv THE DISTRIBUTION FUNCTION VALUE
- 0.5
V. OREAL  TAUR_INITCI,],K)=mmmmemmv THE FIRST PULSE PHASE VALUE
” 0
- Vo OREAL  TAUC_INIT{I,J,K)-=mmmmmnmv THE SECOND PULSE PHASE VALUE
3
N VoOREAL  TAUE_INIT{I,J,K)==mmmemmmn THE LAST PULSE PHASE VALUE
0
' V. REAL  T_PULSES_INIT(I,J,K)---=--- THE START TIME OF THE PULSE
- 105
: v
: v
: v oKe9
v
v F o PULSE
‘ Vo OREAL LAMBDA_INIT(I,JK)=e-mmmnmv THE DISTRIBUTION FUNCTION VALUE
o ¢.5
- Vo OREAL  TALE_INIT(I,3,K)mmemmmemmv THE FIRST PULSE PHASE VALUE
o 0
N Vo OREAL  TALC_INITUI,J,K)--mmmmmmv THE SECOND PULSE PHASE VALUE
. 3
\
N Vo OREAL  TAUF_INIT(I,J,K)-=mmmmmmmm THE LAST PULSE PHASE VALUE
“»
.- 0
N v REAL  T_PULSES_INIT(I,J,K)-----—- THE START TINE OF THE PULSE
h 120
v
:.‘ Vv
% voooKe10
Y
4 C-27
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2
‘"
.
é v
4 FoooPULEE
Vo REAL LAMBDA_INIT(I,3,K) ==mmmmmmn THE DISTRIBUTION FUNCTION VALUE
> 0.5
D Vo REAL T TAUR_INIT(I,,K)-=mm=mmem- THE FIRST PULSE PHASE VALLE
e 0
‘ Vo REAL TAU L INITI, 0 K)mmmmmmees THE SECOND FULSE PHASE VALUE
3
Vo OREAL TAU_F_INIT(1, 0, i mmmmmmmees THE LAST PULSE PHASE VALUE
- 0
-, Vo FIAL T PULEES INITUL I, K)--mmmm- THE START TIME GF THE PULSE
- {13€
L v
) v
V. FOR I=1,N_RAID_PATHS, SPECIFY THE FOLLOWING:
.: V
. U E
s
- V. INTEGER RAID_PATHS(])------c--e-e- THE PATH USED FOR THE RAID
r E PENTINSED
F RAIDPATHS
N 3
- v
2 V. INTEEER N_P_TYPES(])---=n=mn--mnm-- THE NUMBER OF PENETRATOR TYPES USED
. ©  NPTYPES
. !
v
% F PATHPEN
- V. FOR J={,N_P_TYPES, SPECIFY THE FOLLOWING:
P € FTYRES
* v
. v et
n v
A\ V. INTESER P_TYPES(],])---=n-mnmmmmme- THE PENETRATOR TYPE USED
: 1
. V. INTESER N_PULSE_INIT(I,J])-=--==-m- THE NUMBER OF ARRIVAL PULSES
. £ NPULSEINIT
10
- v
< V. FOF k=1,N_PULSE_INIT, SPECIFY THE FOLLOWING:
3 ; -
g VoooKel
S v
- F PULSE
V. REAL LAMBDA_INIT(I,J,K)==m=nnmne THE DISTRIBUTION FUNCTION VALUE
by 0.5
'Y
. Vo OREAL TAU_R_INIT(I,],K)=mmmmmmeen THE FIRST PULSE PHASE VALUE
N
0
)
N V. REAL TAU_C_INIT(1,3,K)==-mmmen- THE SECOND PULSE PHASE VALUE
' 8
. V  REAL TAU_F_INIT(1,3,K)=mmmmemenn THE LAST PULSE PHASE VALUE
. 0
5 C-28
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L, i

REAL

(=4

k=2
FULSE
REAL
0.5

REAL
0
REAL
5
REAL
0
REAL

15
k=3
PULSE
REAL
0.5
REAL
REAL
REAL
REAL
30
k=4
PULSE
PEAL
0.5
REAL
REAL
REAL

REAL

1 4
)

K

3

PULSE
REAL

T_PULSES_INIT(I,J,K}=mmmmnn THE START TIME OF THE PULSE
LAMEDA_INIT(I,J,K) -=mmmmmnv THE DISTRIBUTION FUNCTION VALUE
TAU_F_INIT(],d K} mmmmmmmees THE FIRST PULSE PHASE VALUE
TAL_C_INIT(1,J,K) =mmmmmmnmm THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J K} =mmmmmmmmm THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)=mmnn-- THE START TIME OF THE PULSE
LAMBDA_INIT(1,J K} =mmmmmmmm THE DISTRIBUTION FUNCTION VALUE
TAU_R_INITUI,,K) =mmmmmmmem THE FIRST PULSE PHASE VALUE
TAU_C_INIT(1,J,K) -mmmmmmmmm THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,J,K) mmmmmmmmem THE LAST PULSE PHASE VALUE
T_PULSES_INIT(1,J,K)=mmnmm- THE START TIME OF THE PULSE
LAMBDA_INIT(1,J,K)=mmmnnnmn THE DISTRIBUTION FUNCTION VALUE
TAU_F_INIT(1, K} =mmmmmmmee THE FIRST PULSE PHASE VALUE
TAU_C_INIT{T,J,K) =mmmmmmmem THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,J,K) ~mmmmmmeme THE LAST PULSE PHASE VALUE
T_PULSES _INIT(1,d,K)==-==== THE START TIME DF THE PULSE
LAMBDA_INIT(!,J ) =mmmmmmev THE DISTRIBUTION FUNCTION VALUE
C-2°
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4
(4
R (YL (AT U P— THE FIRST PULSE PHASE VALUE
< O TR 1 STE O {— THE SECOND PULSE PHASE VALUE
: 3
. VoOREAL TALE INITILL 1K) meemennee THE LAST PULSE PHASE VALLE
. VREAL T BLLSEE INITHLJ,K)eemenee THE START TIME OF THE PULSE
A
A .
’ ¢ PLLZE
o BEAL LAWEDE INIT(,J LK) mmmmmmeee THE DISTRIBUTION FUNCTION VALUE
- U EEEL TALFINITUL I K)eeemnemeen THE FIRST PULSE PHASE VALUE
; COBEAL TALCINITIL I emmemeenee THE SECOND PULSE PHASE VALUE
a 3
_ VoOEERL TAUFLINIT(LLJ,K)enmennnee THE LAST PULSE PHASE VALUE
- Vo OREAL T_BULSES_INIT(,J,K)=m-nms THE START TIME OF THE PULSE
‘: v
- Vv
VoK
{ v
o F o PULSE
- V. REAL  LAMBDA_INITII,J,K)--mmmmmm THE DISTRIBUTION FUNCTION VALLE
- 2.5
v VoOREAL  TAUB_INIT(I,J Kjmmemmemnn THE FIRST PULSE PHASE VALUE
. 0
Vo OREAL  TAUC_INIT(I,,Kj=--mmmmmm- THE SECOND PULSE PHASE VALUE
- g
5 V. OREAL  TAUF_INIT(I,J,K)=mnmnmmnn THE LAST PULSE PHASE VALUE
- 0
i V. OREAL  T_PULSES_INIT(I,J,K)=----=- THE START TINE OF THE PULSE
e %
. y
- v
L Vo ke
{ v
. F o PULSE
% V. BEAL  LAMBDALINITII,J,K)==-m-==mn THE DISTRIBUTION FUNCTION VALUE
y .5
< VoOREAL  TAUB_INIT(I,J,K)-mmmmmmmm- THE FIRST PULSE PHASE VALUE
." 0
: Vo OREAL  TAU_C_INIT(I,J,K)=mmmnnnnes THE SECOND PULSE PHASE VALUE
g
y Vo OREAL  TAUF_INIT(I,J,K)mmmmmnmn- THE LAST PULSE PHASE VALUE
q 0
o
P, C~-Z0
N
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REAL  T_PULSES_INIT{I,],K)---=mn- THE START TIME OF THE PULSE

105

k=9

PULSE

REAL  LAMBDA_INIT(I,J,K)=-=mn=mev THE DISTRIBUTION FUNCTION VALUE
gEZL TAU_F_INIT(1,J,K) ==emmmmmme THE FIRST PULSE PHASE VALUE
gEAL TAY_C_INIT(1,J K} mmmmmmmeme THE SECOND PULSE PHASE VALUE
gEAL TAU_F_INIT(I,J K} =mmmmmmmme THE LAST PULSE PHASE VALUE

gEAL T_PULSES_INIT(I,J,K) === THE START TIME OF THE PULSE

120

K=10

FULSE

REAL  LAMBDA_INIT(I,J K)==-nsn=nn THE DISTRIBUTION FUNCTION VALUE
3]

EéiL TAU_R_INIT(],J,K)=mmmmmmmmv THE FIRST PULSE PHASE VALUE
gEAL TAU_C_INIT(],J, K} mmmmmmemme THE SECOND PULSE PHASE VALUE

=]

REAL  TAUF_INIT(L,J,K)=mmmmmmeme THE LAST PULSE PHASE VALUE

gEAL T_PULSES_INIT(1,J,K) =-=n-=~ THE START TIME OF THE PULSE

133

FOR I=1,N_RAID_PATHS, SPECIFY THE FOLLOWING:
1=4

INTEBEF RAIL_PATHS{]}---emw-mmmeeee- THE PATH USED FOR THE RAID
PENTINSED

RATDPATHS

4

INTEGEF N_P_TYPES(])~-=emeccanacane- THE NUMBER OF PENETRATOR TYPES USED
NPTYPES
|

PATHPEN
FOR J=!,N_P_TYPES, SPECIFY THE FOLLOWING:
PTYPES

C-7Z1
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-~z

=1

INTEGER P_TYPES(, J)-mmamowmmmemeee THE PENETRATOR TYPE USED

1

INTEBER N _PULSE_INIT(I,3)---emmeee- THE NUMBER OF ARRIVAL PULSES
NPULSEINIT

10

FOF K=1,N_PULSE_INIT, SPECIFY THE FOLLOWING:

k=l
PULSE

REAL LAMBLA_INIT{I,],K) =mmmmwmmmr THE DISTRIBUTION FUNCTION VALUE
]

REAL TAU_F_INIT{I,J,K)=mmemmeman THE FIRST PULSE FHASE VALUE

0

REAL TAU_C_INIT(I,d K} -mmmmmmmme THE SECOND PULSE PHASE VALUE
A

REAL TAU_F_INIT!1,],K) m==mmvmmen THE LAST PULSE PHASE VALUE
0
REAL T_PULSES_INIT(I,d,K)-=m=m-- THE START TIME OF THE PULSE
0

PULSE
REAL LAMBDA_INIT(I,],K)===vemn THE DISTRIBUTION FUNCTION VALUE

0.5

REAL TAU_R_INIT(I,],¥) -===eeeme- THE FIRST PULSE PHASE VALUE
REAL TAU_C_INIT(I,],K)===mmeeeen THE SECOND PULSE PHASE VALUE
REAL TAU_F_INIT{I, J,K) =m==mememn THE LAST PULSE PHASE VALUE

REAL T_PULSES_INIT{]1,d,K) ===enun THE START TIME OF THE PULSE
15

PULSE
REAL LAMBDA_INIT(I,J,K) ====mumen THE DISTRIBUTION FUNCTION VALUE

0.3
REAL TAU_R_INIT(I,J K} ==mmmemens THE FIRST PULSE PHASE VALUE
REAL TAU_C_INITUL, J,K) mmmmmmmmae THE SECOND PULSE PHASE VALUE

REAL TAU_F_INIT(I,J,K)=mmmmeemen THE LAST PULSE PHASE VALUE

REAL T_PULSES_INIT(I,J,K)==eemen THE START TIME OF THE PULSE
30
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K=4
PULSE
REAL
0.5
REAL

REAL

FEAL

REAL
43

PULSE
REAL
0.3

REAL

REAL

REAL

REAL
50

PULSE
REAL

(-4
s

REAL

FEAL

REAL

REAL

75

K=7

PULEE
REAL

0.5

LAMBDA_INIT(],J,K) ==mmmmmen THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(1,J,K) ==mmmmmmnn THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,J,K) =-=memmmmn THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,d,K)=mmmmmmmmn THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)==-=sn= THE START TIME OF THE PULSE
LANBDA_INIT(I,J,K)--mmnm=- THE DISTRIBUTION FUNCTION VALLE
TAU_R_INIT(1,d, K} =-mmmmmmmn THE FIRST PULSE PHASE VALUE
TAU_C_INIT(1,J, K} =mmmmmmean THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,J,K) -=mmmemmee THE LAST PULSE PHASE VALLE
T_PULSES_INIT{1,J,K)==nmmnx THE START TIME OF THE PULSE
LAMBDA_INIT(1,3,K) -=monmmun THE DISTRIBUTION FUNCTION VALLE
TAU_R_INIT(],J,K) -=mmmemme THE FIRST PULSE PHASE VALUE
TAU_C_INIT(],J Kimmmmmeemes THE SECOND FULSE PHASE VALUE
TAU_F_INIT{1,d,K) mmmmmmmmme THE LAST FULSE PHASE VALUE
T_PULSES_INIT(I,J,K)==m=n- THE START TIME OF THE PULSE
LAMBDA_INIT(I,,K) ==mmmmeme THE DISTRIBUTION FUNCTION VALUE

C-22
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WF,
d
¢,
K v REAL TAU_R_INIT(I,,K) memmmmmaae THE FIRST PULSE PHASE VALUE
) ' o
Vv REAL TAU_C_INIT(], ], K} =eeceoenns THE SECOND PULSE PHASE VALUE
8
;: v FEAL TAU_F_INIT{I,J, Ky meemaconan THE LAST PULSE PHASE VALUE
4 N [d
; v FEAL T_PULBES INIT(I,J,K)=emmme- THE START TIME OF THE PULSE
y 90
' Y
< v
:- < Y k=8
v
9 F PULEE
Vv REAL LAMEDA_INIT(I,J K} ememmmeen THE DISTRIBUTION FUNCTION VALUE
0.5
n v REAL TRU_F_INIT(],J K} mmmmmemae THE FIRST PULSE PHASE VALUE
* 0
¥
: v REAL TAY C_INIT(I,d,K) ~mmmm e eee THE SECOND PULSE PHASE VALUE
» g
Vv REAL TRY F_INIT(I, 3, K} memmmmmaee THE LAST PULSE PHASE VALUE
¢
_: v REAL T_PULSES_INIT(I,J,K)~=m=eu- THE START TIME OF THE PULSE
< 109
1: v
) v
. VK9
Vv
~ F PULSE
) v REAL LAMBDA_INIT(I,J k) -mmmamees THE DISTRIBUTION FUNCTION VALUE
" 0.5
- v REAL TAU_R_INIT{I,J K} mmmmmemeee THE FIRST PULSE PHASE VALUE
0
- ) FEAL TAU_C_INIT(],0,K) ~mmmmmmeen THE SECOND PULSE PHASE VALUE
b 3
j v RERL TRU_F_INIT(I,d,K) ~ememmmean THE LAST PULSE PHASE VALUE
o 0
X v REAL T_PULSES_INIT(I,J],K)=m=menn THE START TIME OF THE PULSE
120
- . v
- v
. v K=10
- v
Bt F PULSE
- ) FEAL LAMBDA_INIT(I,J,K)=mmmamea- THE DISTRIBUTION FUNCTION VALUE
> 0.5
v v REAL TAU_F_INIT(I,J,K) emmmmmmae THE FIRST PULSE PHASE VALUE
; ¢
) REAL TAU_C_INIT(I,J,K) ~emommoeen THE SECOND PULSE PHASE VALUE
L}
8
#
) REAL TRU_F_INIT(I,],K) ~=memaeeua THE LAST PULSE PHASE VALUE
L] 0
, v FEAL T_PULSES_INIT{I,J,K)==m=mm" THE START TIME OF THE PULSE

LI
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;'.:; 125
Ly v
v
-‘,2 V  FOF I=1,N_RAID_PATHS, SPECIFY THE FOLLOWING:
‘ v
) . v =3
¥ v
2 V  INTEGER RAID_PATHS(])--ommcocememes THE PATH USED FOR THE RAID
i R PENTIMSEQ
v; F RAIDPATHS
e 3
i v
% V  INTEGER N_P_TYPES(I)-------ccemeeas THE NUMBER OF PENETRATOR TYPES USED
& £ NPTYPES
1
.. ~ v
N R PATHPEN
= V. FOR J=1,N_P_TYPES, SPECIFY THE FOLLOWING:
o F PTYPES
N
Y
" U 51
" v
' V. INTEGER P_TYPES(I,])-=-=n=m=mmmenas THE PENETRATOR TYPE LSED
l. l
o,
‘e INTEGER N_PULSE_INIT(I,J)===-m===== THE NUMBER OF ARRIVAL PULSES
NPULSEINIT
. 10
- v
o V  FOR K=!,N_PULSE_INIT, SPECIFY THE FOLLOWING:
N v
5 Voo K=l
v
" F PULSE
- V  REAL LAMBDA_INIT(I,J,K)-m===-==- THE DISTRIBUTION FUNCTION VALUE
5 0.5
V  REAL TAU_F_INIT(1,J,K) -=mmmmmems THE FIRST PLSE PHASE VALUE
-"_ o
".
V  REAL TAU_C_INIT(I,J,K) =mmmmmmmen THE SECOND PULSE PHASE VALUE
-~ ’ 8
e, vV REAL TAUF_INIT(I,0,K) -mmmmmmmee THE LAST FULSE PHASE VALUE
Q:‘ 0
‘-T V. REAL T_PULSES_INIT(I,J,K)======- THE START TIME OF THE PULSE
0
© v
b v
- VooK=2
- y
oo F PULSE
Py V. REAL LAMBDA_INIT(],J,K)==nncmmen THE DISTRIBUTION FUNCTION VALUE
0.5
o V  REAL TAU_R_INIT(I,J,K) =ommmmmeen THE FIRST PULSE PHASE VALUE
- 0
"'
% c-T=
A
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"
bl
f:j: vV PREAL TAU_C_INIT(I,,K}mmmmmmmmme THE SECOND PULSE PHASE VALLE
o0 8
V.  REAL TAU_F_INIT(I,J,K) =emmmemee THE LAST PULSE PHASE VALUE
4
0
‘ V  REAL T_PULSES_INIT(I,J,K)=meemen THE START TIME OF THE PULSE
> 15
e v
*. Vo ks
v
W F o PULSE
by V. FEAL LAMEDA_INIT(I,J K} mmmmmmees THE DISTRIBUTION FUNCTION VALUE
YN [
A~ Y Ve
N vV REAL TAU_R_INIT(],,K) wmmmmmemae THE FIRST FULSE PHASE VALUE
; 0
. V  PREAL TAU_C_INIT(1,J,K)=mmmmememe THE SECOND PULSE PHASE VALUE
8
'._ vV PREAL TAL _F_INIT(I, 0 K) memmmmamee THE LAST PULSE PHASE VALUE
> 0
o
~3 V. REAL T_PULSES_INIT(1,],K)===m=mn THE START TIME OF THE PULSE
. 30
v
‘o v
e Vo K=t
5 :
) F PULSE
2 V. REAL LAMBDA_INIT(I,] K}=mmemem-a- THE DISTRIBUTION FUNCTION VALUE
0.5
0N v REAL TAU_R_INIT(I,d,K)mmmmmemene THE FIRST PULSE PHASE VALUE
7 0
-;:j vV REAL TAU_C_INIT{I, J K} mmmmmmmaan THE SECOND PULSE PHASE VALUE
LN S
{
. V. REAL TAU_F_INIT(1, ] K} mmmmeaean THE LAST PULSE PHASE VALUE
- 0
~ V. REAL T_PULSES_INIT(I,J,K)==n=mnve THE START TIME OF THE PULSE
5
o v
- v
- v ¥=5
.I’ v v
% Foopmcs
O vV  PEAL LAMEDA_INIT(I,3,K) =-memem- THE DISTRIBUTION FUNCTION VALUE
= 9.5
o vV PEAL TAU_F_INIT(],J,K) =mmmeemeas THE FIRST PULSE PHASE VALUE
- 0
V  PREAL TAU_C_INIT(1,],K)=msmmnmmen THE SECOND PULSE PHASE VALUE
B 8
2 vV REAL TAU_F_INIT(1,J,K)=mmmmcemnn THE LAST PULSE PHASE VALUE
A 0 .
V  REAL T_PULSES_INIT(1,J,K)=mmnnne THE START TIME OF THE PULSE
60
A v
: v
.'_{
! C-76
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v K=6

e o & 828

v

F PULSE

v REAL LAMBDA_INIT(I,],K)-===m==mn THE DISTRIBUTION FUNCTION VALUE
0.5

: . REAL TAU_R_INIT{I,d,K) om=mmmmmes THE FIRST PULSE PHASE VALUE
'

-2

V. OREAL  TAU_C_INIT(I,3,K)-mmnmmemmn THE SECOND PULSE PHASE VALUE
) v REAL TAU_F_INITI], J K} mmmmemmman THE LAST FULSE FHASE VALUE

v FEAL T_PULSES_INIT(I,d,K}=-emmmm THE START TIME OF THE PULSE

o

Ty K
4
n

FULSE

REAL LAMBDA_INIT(1,J,K) ---====mn THE DISTRIBUTION FUNCTION VALUE
0.5

v REAL TAU_R_INIT(I,J,K})-——=——=-THE FIRST PULSE PHASE VALUE

F O e R N )

] v REAL TAU_C_INIT{I,d,K} =mmmemmann THE SECOND PULSE PHASE VALUE
- v REAL TAU_F_INIT(1,J,K}m=emmomnan THE LAST PULSE PHASE VALUE

v REAL T_PULSES_INIT(1,J,K)=-mmnuv THE START TIME OF THE PULSE
90

K=8

FULSE L

REAL LAMBDA_INIT(I,J,K)===mmeeun THE DISTRIBUTION FUNCTION VALUE
0.5

REAL  TAU_R_INIT(I,d,K)=mmemmmmmn THE FIRST PULSE PHASE VALUE

PR S N e A 4

»
-

v REAL TAU_C_INIT(I, ] K} =mmmcmmnan THE SECOND PULSE PHASE VALUE
v REAL TAU_F_INIT(I, 0, K) =mmmmmmens THE LAST PULSE PHASE VALUE

o) v REAL T_PULSES_INIT{I,3,K)==mmmmm THE START TIME OF THE PULSE
105

K=9

PULSE

REAL LAMBDA_INIT(],J,K)==meeemmm THE DISTRIBUTION FUNCTION VALUE
0.5

v REAL TAU_R_INIT(I,],K) ===mmmenun THE FIRST PULSE PHASE VALUE
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REAL TAU_C_INITIL,d,K)==mmmmmmen THE SECOND PULSE PHASE VALUE

REAL TAU_F_INIT{1,d,K)emmmmmemen THE LAST PULSE PHASE VALUE

REAL T_PULSES INIT{I,J,K)-mm"mm- THE START TIME DF THE PULSE
120

K=10

g

gg;f LAMBDA_INIT(], 0, K)-emememme THE DISTRIBUTION FUNCTION VALUE
ZEZL TAU_R_INIT(I,J,K)-—=wemoonn THE FIRST PULSE PHASE VALUE
gEhL TAU_C_INIT(I,J,K) ~-emomone- THE SECOND PULSE PHASE VALUE
:EAL TAU_F_INIT(I,d,K)=-mmommmen THE LAST PULSE PHASE VALUE
gEAL T_PULSES_INIT(I,J,K}=---=-- THE START TIME OF THE PULSE

135 ‘.

FOR I=1,N_RAID_PATHS, SPECIFY THE FOLLOWING:
I=4

INTEGER RAID_PATHS(I)-------omoemev THE PATH USED FOR THE RAID
PENTIMSER

RAIDPATHS

6

INTEBER N_P_TYPEG(I}-wweumoemaonaan THE NUMBER OF PENETRATOR TYPES USED
NPTYPES
1

PATHPEN
FOR J=1,N_P_TYPES, SPECIFY THE FOLLOWING:
PTYPES

J=1
INTEBER P_TYPES(I,J)----=-omoccoemmn THE PENETRATOR TYPE USED

1
INTEBER N_PULSE_INIT(],J)--=--==--- THE NUMBEF OF ARRIVAL PULSES

NPULSEINIT
10
FOR X=1,N_PULSE_INIT, SPECIFY THE FOLLOWING:

K=1

C-=8
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PULSE
REAL
0.3
FEAL
0
REAL
8
REAL
0
FEAL
0

k=2

PULSE
REAL
0.3
REAL
0
REAL
8
REAL
0
REAL
15

PULSE
REAL
0.5
REAL
REAL
REAL
FEAL
30

K

4
PULSE
REAL
0.5
REAL
REAL

REAL

. 1' Lol syl SRR

LAMEDA_INIT(I,J,K) --m--n=- THE DISTRIBUTION FUNCTION VALUE
TAU_F_INIT(I,,K)=mmmmemmmn THE FIRST PULSE PHASE VALUE
TAU_C_INITUL, 0 K} mmmmmemmnn THE SECOND PULSE PHASE VALUE
TAU_F_INITI1,3,K) mmmmmmmen THE LAST FULSE PHASE VALUE
T_PULSES_INIT(I,] K)=------ THE START TIME OF THE PULSE
LAMEDA_INITII,J K} =mmnmmm=- THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(1,3,K)=mmemmenn THE FIRST PULSE PHASE VALUE
TAU_C_INITUI, 3, K) =--mm v THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,J,K) mmmmmmemn THE LAST PULSE PHASE VALUE
T_PULSES_INIT!1,J,K)-------THE START TINE DF THE PULSE
LAMBDA_INIT(],J,K) ~mememmmn THE DISTRIBUTION FUNCTION VALUE
TAU_F_INIT(1,J,K) =-memmmmn THE FIRST PULSE PHASE VALLE
TAU_C_INIT(1,J,K)---mmemmmn THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J,K) -=mmeememv THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)=----- THE START TIME OF THE PULSE
LAMBDA_INIT(1,J,K) -=mnemmen THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT{1,J,K)=-mmemmen THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,d,K) =-=memnmem THE SECOND PULSE PHASE VALUE
TAU_F_INIT{T,3,K) mmmmmmem THE LAST PULSE PHASE VALUE
C-3%

-
P o

RS S
. A
PP PNT W 3N W)

hte sia ahe ale AR ARa Al et b sl &




O
v I&"l:—l.’\ .

LAY

KA

'l.’(‘ -~

«T M < < o« <

< T o <

PULSE
REAL
6.8
FEAL
FEAL
REAL

REAL
60

PULSE
REAL
0.5
REAL
REAL
REAL
REAL
75
K=7

PULSE
REAL

Lol -4
vl

KEAL
REAL
REAL
REAL

90

K=8

Ll Sk it b 4 2 420 ' 2 e T 2%

T_PULSES_INITII,J,K}-om-"m- THE START TIME GF THE PULSE
LAMBDA_INIT(1,d,K)--oeememmn THE DISTRIBUTION FUNCTION VALLE
TAU_F_INITIL, 0 K) =emmmmmmes THE FIRET PULSE PHASE VALUE
TAU_C_INIT(1, 0, K} =mmmmmen THE SECOND PULSE PHASE VALUE
TAU_F_IRIT{I,J (K)=ommmemeee THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)~-=""-- THE START TIME OF THE PULSE
LAMBDA_INIT(I,J,K)=-=-==~-- THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(I,J,K}==mememee THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,J K)=wmmmmeme THE SECOND PULSE PHASE VALUE
TAU_F_INITUD,d,K) =mmmmmmeen THE LAST PULSE PHRSE VALUE
T_PULSES_INIT(I,J,K)~-""m-- THE START TIME OF THE PULSE
LAMBDA_INIT(I,J,K)==mmmmmme THE DISTRIBUTION FUNCTION VALUE
TAU_F_INIT(I,J K} ommemmmmee THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,J K} ~mmemmmean THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J,K) ommmmmmaae THE LAST PULSE PHASE VALUE
T_PULSES_INIT{I,J,K)==-===- THE START TIME OF THE PULSE
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PULSE
REAL
0.5

REAL

REAL

FEAL

REAL

15

K=9

PULSE
RERL
0.5
KEAL
0
REAL
8
REAL
0
REAL
120

k=10

PULSE
REAL
0.5
REAL
0
REAL
8
REAL
0
FEAL

e
o

LAMBDA_INIT{I,d,K)-mmmmemm THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(I,J,K}=mmmmemmmn THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,J K)-mmmmmemmn THE SECOND PULSE PHASE VALUE
TAU_F_INITIL,J,K) —mmmmmmeme THE LAST PULSE PHASE VALUE

T_PULSES_INIT{L,d,K}>-emmmn THE START TIME OF THE PULSE

LAMBDA_INIT(1,J K)-mmmmeemn THE DISTRIBUTION FUNCTION VALUE
TAU_E_INIT(1,d K)memmmmmn THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,d Ky -=ommmmeen THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J K} ~mmmmmmmn THE LAST PULSE FHASE VALUE

T_PULSES_INIT(I,J,K}==--=-- THE START TIME OF THE PULSE

LAMBDA_INIT{I,J,K)-=emeemn THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(L,J,K) -==mmm--- THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I, 3K} ~mmmmmr == THE SECOND PULSE PHASE VALUE
TAU_F_INIT{1,0,K)-=-mmm-- THE LAST PULSE PHASE VALUE

T_PULSEE _INITI(I,J kY emmmmen THE START TIME OF THE PULSE

FOF I=1,N_RAIL_PATHS, SPECIFY THE FOLLOWING:

1=7

INTEGER RAID_PATHS{I)-----==cemeem- THE PATH USED FOR THE RAID

PENTIMSEQ
RAIDPATHS

7
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o
N\
o,
o
‘vf
N V. INTESER N P_TYPES(!)emmmmemcmamene THE NUMBER OF PENETRATCR TYPES USEL
3 F NPTYPES
) g
~ v
o R PATHeEN
S V. FOR J=1,N_® TYPES, SPECIFY THE FOLLOWINE:
b © PTVPES
: v
. Vot
’ v
TR V. INTEEER P _TYPES(],])=-r=r=mmmmmen- THE PENETRATOR TYPE USED
- 1
INTERER N_PULSE_INIT(I,J)-=mmemmnm- THE NUMBER DF ARRIVAL PULSES
L E NPULSEINIT
_ 10
» v
V. FOR ¥=!,N_PULSE_INIT, SPECIFY THE FOLLOWING:
-:.‘ v
- Voo K=
b v
- F o PULSE
” vV REAL LAMEDA_INIT(I,J K} ~mmmmmmmm THE DISTRIBUTION FUNCTION VALUE
£ 0.5
7 vV REAL TAU_R_INIT(I,3,K}=mmmmmmmmm THE FIRST PULSE PHASE VALUE
L :
vV REAL TAU_C_INIT(I,d,K)mmmmmmmmmm THE SECOND PULSE PHASE VALUE
3
- V. REAL TRU_F_INIT(1,d,K)m=mmmmmmme THE LAST PULSE PHASE VALUE
oA 0
‘ V. REAL T_PULSES_INIT(I,d,K)-=-=-~- THE START TIME DF THE PULSE
P
v
v
i VoooK=2
& F PULSE
7 V. REAL LAMBDA_INIT(I, ] K)-=-=---=- THE DISTRIBUTION FUNCTION VALUE
2 0.5
N . Vo REAL TAU_F_INITUE, 3 K) mmmmmmmeee THE FIRST PULSE PHASE VALUE
. O
N V. REAL TAU_C_INIT(I,d,K) memmmmmmev THE SECOND PULSE PHASE VALUE
. 8
" V  REAL TAU_F_INIT(L,J,K)-m-mmmeemv THE LAST PULSE PHASE VALUE
.- 0
V  REAL T_PULSES_INIT(1,J,K)=------ THE START TIME OF THE PULSE
N 15
!\ v
- VoKl
v
o
F PULSE
. V  REAL LAMBDA_INIT(1,J,K)===-nm-=- THE DISTRIBUTION FUNCTION VALUE
. 0.5
" c-42
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i‘.f. V  REAL TAU_R_INIT{I,J,K) -===-==--- THE FIRST PULSE PHASE VALUE
.“'n 0
V  REAL TAU_C_INIT(I,J,K)==mmmemmee THE SECOND PULSE PHASE VALUE
> 8
;é' V  REAL TAU_F_INIT(I,d,K}===mmmmmmn THE LAST PULSE PHASE VALUE
3y . 0
\;S vV REAL T_PULSES_INIT(I,d K)==-===- THE START TIME OF THE PULSE
¢ v
L5 B
v
*.“" Vv
. Vo k=4
: v
2 F PULSE
N Vv  REAL LAMBDA_INIT(I,J,K)-=m-mmmn THE DISTRIBUTION FUNCTION VALUE
0.5
- V  REAL TAU_F_INIT(I,J,K) —-mmmmmemm THE FIRST PULSE PHASE VALUE
>
. 0
‘.-
. vV FREAL TAU_C_INIT(],d,K)====mmmmmn THE SECOND PULSE PHASE VALUE
v 8
b4 vV REAL TAU_F_INIT(I,J,K) ~m=mmmmmmm THE LAST PULSE PHASE VALUE
) 0
X V  REAL T_PULSES_INIT(I,J,K)----=-- THE START TIME OF THE PULSE
e 45
\ v
) ::. v
] Vo Ks=§
V
~7 F PULSE
2:; V  REAL LAMBDA_INIT(I,J,K) -=====-=~ THE DISTRIBUTION FUNCTION VALUE
. 0.5
'{:: V  REAL TAU_F_INIT{],d,K)==mmmmmmme THE FIRST PULSE PHASE VALUE
0
Vv  REAL TAU_C_INIT{I,J,K) =-memmmmee THE SECOND PULSE PHASE VALUE
“»
- 8
- V  REAL TAU_F_INIT(!,d,K) -~ THE LAST PULSE PHASE VALUE
- 0
f-j; V. REAL T_PULSES_INIT(I,],K)===m==~ THE START TIME OF THE PULSE
40
v
. v
N T
v
F PULSE
- vV REAL LAMBDA_INIT(I,d,K)~===m==m= THE DISTRIBUTION FUNCTION VALUE
. 0.5
. Vv REAL TAU_F_INITUI,J,K)=-mmmmeen THE FIRST PULSE PHASE VALUE
=
o 0
:ﬁ V  REAL TAU_C_INIT(I,3,K) ~mmmmmmmme THE SECOND PULSE PHASE VALUE
B 8
Vv REAL TAU_F_INIT(I,],K) --==mmmmm THE LAST PULSE PHASE VALUE
. 0
L ",
e vV REAL T_PULSES_INIT(I,J,K)==-=--- THE START TIME OF THE PULSE
,;
- C-47
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k=7

PULSE

REAL  LAMBDA_INIT{I,J,K)=-o-nmnnv THE DISTRIBUTION FUNCTION VALUE

:%;L TAU_P_INIT{I, 3,K) =mmmcmenes THE FIRST PULSE PHASE VALUE

gEAL TAU_C_INIT(I, K) mmmmmmmmmn THE SECOND PULSE PHASE VALUE

iEAL TAU_F_INITU1,J,K) =ememmemme THE LAST PULSE PHASE VALUE

gEAL T_PULSES_INIT(I,],K)=-n==-~ THE START TIME OF THE PULSE

90

k=8

PULSE

REAL  LAMBDA_INIT(I,J,K}emmmmmnnn THE DISTRIBUTION FUNCTION VALUE

%EZL TAU_F_INIT(1,J,K) =wmmmmmmme THE FIRST PULSE PHASE VALUE

gEAL TAU_C_INIT(I,J K} =emmmmmmme THE SECOND PULSE PHASE VALUE

2EAL TAU_F_INIT(I,J K} mmmmmmmmee THE LAST PULSE PHASE VALUE

gEAL T_PULSES_INIT{1,],K)=----= THE START TIME OF THE PULSE

15

k=9

PULSE

REAL  LAMBDA_INIT(1,J,K)-mmmnmms THE DISTRIBUTION FUNCTION VALUE

:E;L TAU_R_INIT(1,J,K)=memmmmne THE FIRST PULSE PHASE VALUE

QREAL TAU_C_INIT(1,d,K} ==mmmmmmmn THE SECOND PULSE PMASE VALUE

gEAL TAU_F_INIT(I,J,K) =emmnmmenn THE LAST PULSE PHASE VALUE

gggL T_PULSES_INIT(1,J,K) ~m=nn- THE START TIME OF THE PULSE

!

k=10

PLLSE

REAL  LAMBDA_INIT(I,J,K)--n=nn=== THE DISTRIBUTION FUNCTION VALUE
C-44
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0.3
! v REAL TAU_B_INIT(],J K} =mmmmoemns THE FIRST PULSE PHASE VALUE

0
V  REAL TAU_C_INITUI, ] K} mmmmmmmmme THE SECOND PULSE PHASE VALUE
8
; V  REAL TAU_F_INIT(1, ], K} mmmmmmmmmn THE LAST PULSE PHASE VALUE *
. * 0
f Vv  REAL T_PULSES_INIT(I,],K)==m==nn THE START TIME OF THE PULSE

135

FOR I=1,N_RAID_PATHS, SPECIFY THE FOLLOWINE:

1=8

INTEBER RAID PATHS()----=mm-meeem- THE PATH USED FOR THE RAID

PENTIMSER

RAIDPATHS '
:]

INTEBER N_P_TYPES(]) -=-=eeecevecen- THE NUMBER OF PENETRATOR TYPES USED
NPTYPES
!

n

PATHPEN
FDR J=1,N_F_TYPES, SPECIFY THE FOLLOWING:
FTYPES

J=1

.
<« T DT

a8 & s

INTEBER P_TYPES(],J) -=-m--eeemenenn THE PENETRATOR TYPE USED

!

INTEGER N_PULSE_INIT(I,J)~=meeere-- THE NUMBER OF ARRIVAL PULSES
NPULSEINIT

10

N <

FOR X=1,N_PULSE_INIT, SPECIFY THE FOLLOWING:

74
(21

FULSE

v REAL LAMBDA_INIT(I,J,K)-=mmmmmme THE DISTRIBUTION FUNCTION VALUE .
0.3
. v REAL TAU_R_INIT(1,],K)==mmemmmee THE FIRST PULSE PHASE VALUE

0
V. REAL  TAU_C_INIT(I,),K)=mmmmmmme THE SECOND PULSE PHASE VALUE :
‘ 8
! V. REAL  TAUF_INIT(I,J,K)-mmmmmnmmm THE LAST PULSE PHASE VALUE
0
V. REAL  T_PULSES_INIT(I,J,K)------= THE START TIME OF THE PULSE

0

............
.........................



REAL
' .3
d . v REAL TAU_E_INIT(I, ], K} =mmmmmmeme THE FIRST PULSE PHASE VALUE

LAMBDA_INIT{I,d,K)=m=mmmeee THE DISTRIBUTION FUNCTION VALUE

0
’ V  REAL  TALC_INIT(I,J K)=mmmmmmmme THE SECOND PULSE PHASE VALUE
8
L
K Vo OREAL  TAL_F_INITHI,J K)emmmmmmeme THE LAST PULSE PHASE VALUE
. 0
, EAL T PULSES_INIT(I,,K)--n=m-- THE START TIME OF THE PULSE

(s v R
) !

K=3

PULSE

5 PEAL  LANBDA INITI,J,K)--m-omme THE DISTRIBUTION FUNCTION VALUE
A v ;EZL TAU_F_INIT(I,J,K) =mmmmmemnm THE FIRST PULSE PHASE VALUE
‘ﬂ v gEAL TAU_C_INIT(1,d,K) ===mmmmmes THE SECOND PULSE PHASE VALUE
: v gEAL TAU_F_INIT(I,d,K) ==mmmmemev THE LAST PULSE PHASE VALUE
v hL T_PULSES_INIT{I,J,K)==m-=~- THE START TIME OF THE PULSE

30

LAMBDA_INIT(I,d,K) ~-=mommmm THE DISTRIBUTION FUNCTION VALUE

TAU_R_INITUI, J,K) -=mmmmmmee THE FIRST PULSE PHASE VALUE

TAU_C_IKIT(1,J,K) ==mmmmmmm-s THE SECOND PULSE PHASE VALUE

TAU_F_INIT(I.J,K) =mmmmmene- THE LAST PULSE PHASE VALUE

T_PULSES_INIT(1,J,K)---=--- THE START TIME OF THE PULSE

LAMBDA_INIT(I,J,K}===emmmmm THE DISTRIBUTION FUNCTION VALUE

TA_R_INIT(1,J,K)=====nvnev THE FIRST PULSE PHASE VALUE

TAU_C_INIT(I,],K) ~memonna- THE SECOND PULSE PHASE VALLUE

C-46
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7
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@Y v
¥ v
2 .
MK v
L v
“ v
23 f
g -
o,
f{ v
] v
"%
4
o '
) v
- v
3 v
R v
» " v
N F
- Vv
-P.) v
‘
.N
Vv
L v
»
g v
Ohl v
v
B W ~ V
-.{ F
e v
) v
L 8
N v
&
Ko v
¥
¢ v
[ v
3 v

Sy TR LARN N
t\\\\,'—‘a‘t

REAL

REAL
50

K=b

PULSE
REAL

A€
veu

REAL
0
REAL
]
REAL
0
REAL

75

FULSE
REAL
0.3

FEAL

REAL

REAL

REAL
90

K=8

PULSE
REAL
0.3
REAL
0
REAL
]
REAL
0
REAL
105

] -‘.- o..'t LSS \'

TAU_F_INIT(1,J K} =mmmmmmmme THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)==mmnm= THE START TIME OF THE PULSE
LAMBDA_INITUI,,K) =mmmmmmme THE DISTRIBUTION FUNCTION VALUE
TAU_F_INIT(1,J,K)=mmmmmmmms THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,J,K) ==mmmmmmme THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,J K} =mmmmmmmes THE LAST PULSE PHASE VALUE
T_PULSES_INITUI,J, K} ==mmnmr THE START TIME OF THE PULSE
LAMBDA_INITI(1,3,K) ==nmmmmme THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(I,J, K} ==mmmmmmme THE FIRST PULSE PHASE VALUE
TAU_C_INIT(,J K} =mmmmmmmme THE SECOND PULSE PHASE VALUE
TAU_F_INIT(1,0,K)==mmmemmne THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J,K)==-=--~ THE START TIME OF THE PULSE
LAMBDA_INIT(I,J,K)-=nmmmmn= THE DISTRIBUTION FUNCTION VALUE
TAU_R_INIT(I,J,K) ==mmmmmmme THE FIRST PULSE PHASE VALUE
TAU_C_INIT(I,J K} =mmmmmmeme THE SECOND PULSE PHASE VALUE
TAU_F_INIT(I,J K} =mmmmmmmme THE LAST PULSE PHASE VALUE
T_PULSES_INIT(I,J K} =====-- THE START TIME OF THE PULSE
C-47
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¢
.l
‘{li
: VoK
: y
. F PULSE
o V  REAL LARBDA_INIT(I,J,K)=mmmmmmm THE DISTRIBUTION FUNCTION VALUE
B 0.5
g . V  REAL TAU_F_INIT(I, ] Kl mmmememnne THE FIRST PULSE PHASE VALUE
. 0
V  REAL TAU_C_INIT(, ] K} mmmmmmmmee THE SECOND PULSE PHASE VALUE
3
v REAL TAU_F_INIT(I, ) mmmmmmmmen THE LAST PULSE PHASE VALUE
' 0
N v OREAL T_PULEES_INIT(I,J,K)=mmnmnn THE START TINE OF THE PULSE
N 120
v
9 v
A Vo K=10
X v
. F PULSE
Y  REAL LAMBDA_INIT(1,],K) ==mmn=nn- THE DISTRIBUTION FUNCTION VALUE
0.5
. V  REAL TAU_R_INIT(I,d ) =mmmmmmene THE FIRST PULSE PHASE VALUE
y 0
§ V  REAL TAU_C_INIT(1,J,K)=mmmmmmeme THE SECOND PULSE PHASE VALUE
8
X Vv  REAL TAU_F_INIT(1,d,K) =memmmmnnn THE LAST PULSE PHASE VALUE
0
' vV  REAL T_PULSES_INIT(],J,K)==mmmmm THE START TIME OF THE PULSE
135
v
v
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PKBLK
PEN_ON_UNIT(1,0),3=1,1,1=1,2
PEN_ON_UNIT
0
0
NEFARA
INTEGER N_UNITS=------- NUMBER OF DISTINCT UNIT TYPES
TOTAL NUNBER OF SAMS AND FIGHTERS AVAILABLE
N_UNITS
2
INTEGER  N_FI_TYPe--nmmnv NUNBER OF F1 UNIT TYPES

NUM_F1_TYPES
!

FOR 1=1,N_UNITS, SPECIFY THE FCLLOWING

INTEGER UNIT_TYPES(I)--THE LITERALS DEFINING DISTINCT UNIT TYPES

FINEPARA

UNIT_TYPES

F1y

REAL  TOT_FUEL(1)----THE TOTAL FUEL CAPACITY OF THE UNIT TYPE
CAPACITY IS IN TERMS OF SECONDS AT CRUISE SPEED

TOTFUEL

14400,0

REAL  RAD_RANGE(I)---THE RADAR RANGE OF THE UNIT TYPE (METERS)

RADRANGE

150E3

REAL  T_MI_LOAD(I)-=-men=m- MI LOADING TIME

THILOAD

0.0

REAL  CRUISE_SPEED(I)------CRUISE SPEED

CRUISESPEED

220.0

PEAL  DASH_SPEED(]}--n-e-nv DASH SPEED

DASHSPEED

376.¢

REAL  CRUISE_TO_DASH(I)----CRUISE TO DASH CONSUMPTION RATIO

CRTODASH

5.0

REAL  CRUISE_TO_FIGHT(I)---CRUISE TO FIGHT CONSUMPTION RATIO

CRTOFIGHT

5.0

REAL  TURN_RATE(I)=----enn- TURN RATE (RADIANS/SEC)

TURNRATE

0.10

REAL CRUISE_TO_LOITER{I)--CRUISE TO LOITER CONSUMPTION RATIO
CRTOLOITER

C-4%
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it
N
:E: d
3 0.42
ot vV  REAL AUTD_RANBE(I,J)------ AUTONOMY RANGES FOR *TITE’ AND ’L0OS’
T CONTROL MODES (J=1,2)
‘ F AUTORANEE
2§ 80E3, 1503
| - v
N v $38831818 END OF FIGHTER SECTION SESESRBRSESSSSESRBasssssasssss
fa ¥ Vv
{ v $38183888 STATS FOR THE SAM WEAPONS SYSTEM SSRSSSSSESssststsssss
] \}
v I v INTESER UNIT_TYPES(I)--THE LITERALS DEFINING DISTINCT UNIT TYPES
F o KIKERARA
F o UNIT_TYPES
b Mt
v  REAL TOT_FUEL(1)----THE TOTAL FUEL CAPACITY OF THE UNIT TYPE
o F TOTFUEL
- 0.0
- v REAL RAD_RANGE!1)---THE RADAR RANGE OF THE UNIT TYPE
. F RADRANGE
0.0
v OREAL T _MI_LOAD(T) ~-=--=-=- M1 LOADING TIME
F TMILOAD
330.0
vV  REAL CRUISE_SPEED(I}------ CRUISE SPEED
F CRUISESPEED
230.0
i vV FREAL DASH_SPEED(1)---=-----~ DASH SPEED (MAX FOR MIS)
. £ DASHSPEED
&N 800.0
7S V. REAL CRUISE_TO_DASH(1)----CRUISE TO DASH CONSUMPTION RATIO
vl € CRTODASH
o 0.0
. V. REAL CRUISE_TO_FIGHT(I)--~CRUISE TO FIGHT CONSUMPTION RATIO
- F CRTOFIGHT
» 0.0
v PEAL TURN_RATE(])-=-=--==- TURN RATE
£ TURNRATE
0.0
.. vV REAL LAUISE_TC_LOITER (1)--CRUISE TO LOITER CONSUMPTION RATID
= T CRTDLCITER
" 0.0
h v REAL AUTO_RANBE (1,J)------ AUTONOMY RANGES FOR *TITE’ AND ’LDOS’
‘ v e CONTROL MODES (J=1,2)
. F AUTORANSE
i 0,0,0.0
Y v
"
L
¥
1)
s
Y
3
q
R
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v NUM_COMM_INTERVALS -- NUMBER DF INTERVALS OVER '
v WHICH COMMS DATA WAS COLLECTED '

F NUM_COMM_INTERVALS
2 ,
v COMM_INTERVAL TIMES -- START AND ENC TIMES FOR )
p v THESE INTERVALS
F COMM_INTERVAL TIMES
¢, 5000
‘» 5000, 10000
3 MEAN_DELAY -- QVERAGE DELAY OVER EACH INTERVAL }
. £ MEAN DELAY !
0,00, ¢.00 .
v NUK_OD_FAIRS -- NUMBEFR OF LINKS FOR WHICH K
v COMMUNICATIONS WERE OBSERVED IN ADCRM
F NUM_OD_PAIRS
0
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AFFENDIX D: DATA/RESULTS
CAPABILITY: .02 ) 0
¢ NOSTILES/
FRATRACIDES
€97 W /e
an /2 3673
171 8 29/

10 YIRE = 112 SECONDS

CRAPABILITY: .02 06 4
¢ HOSTILES/
FRATRACIDES
an 83/3 /6
3378 3373 3571
1270 1370 8/
ID TINE = €8 SECONDS
CAPABILITY: .02 A6 40
¢ HOSTILES/
FRATRACIOES
68/5 63/9 6173
6173 (374 ] 18/2
“n “n 3

10 TINE = 10 SECONDS




\ Goodness of Fit for Manual ID Time:

A

! Data from Eglin operational test of CIS-ISS in May 198C.
Y

L

Histogram stats:

3 Interval Frequency - Fercent Cum. %
Y .33 to .946 26 28.7 28,3
¥ .947 to 1.567 25 27.2 E5.4
. 1.564 to 2.18 17 18.48 73.9
oo ‘ 2.181 to 2.80 & 6.52 80.4
W ® 2.80 to Z.41 2 2.17 82.6
L. Z.42 to 4.03% 4 4,%% 87.0
"y 4,04 to 4.65 7 7.61 Q3.6
* 4,66 to 5.26 =z Z.26 7.9
S5.27 to 5.88 O 0.0 7.9
f; 5.89 to 6.50 pe 2,13 100,0
o
! Mean = 1.86924 minutes (112 seconds)
" Var = 1.94277 minutes
Sample size = 92
- "Goodness of Fit conducted manually and with AID package.
O Eoth indicated that exponential was a "good" fit, but AID
Ej showed lognormel to be "best" fit. Thesis scenario used
¢ exponential with mean of 112 seconds due to model
limitations (e.g. model inputs limited to the same
. distribution for all service times).
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Goodness of Fit for CIS-18S ID Iime: '
N
Data from Eglin operational test of CIS-ISS in May 1985. N
Histogram stats: »
»
Interval Ereguency Fercent Cum. % ’
&
[ 4
.1 to .669 8 Sz.8 2.8 p)
) .67 to 1.24 17 18.1 70.9
‘a .25 to 1.81 ] 6.9 77.8 s
1.82 to 2.3 2 2.8 BO. & N
t 2.9 to 2.99 =z 4.2 84.8 ol
2.96 teo .52 4 S.6 Q0.4 <
.57 to 4.09 1 1.4 1.8 e
4,10 to 4.66 = 4.2 Q&0
4.67 to S.27 1 1.4 ©7.4 iy
S$.24 teo IS.80 2 2.7 100,0 .
Me=2n = 1,2780& minutes (78 seconds) -
Var = 1.98967 minutes "
Sample size = 72 =
Goodness of Fit condurc!~d manually and with AID rackage. =
Both indicated ‘' st exponential was & "good fit'". Thesis o
scensrio us. ' expaonential witr mean of 78 seconds. -
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